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ABSTRACT


Current Intrusion Detection Systems (IDS), have the ability to detect intruders once the attack has already occurred. This often gives little information on what has actually been done. Honeypots, while being a relatively new technology, can generate very good data on attacks.  All traffic occurring on and around a properly set up honeypot is logged 

Current weaknesses in Misuse IDS’s include the fact that new attacks are not detected until someone has generated a rule or signature that picks up that specific attack and that most attacks need only be slightly altered in order to bypass existing rules. New signatures are generally created manually and this takes time.

The purpose of this paper will be to present a theoretical model using this unique property of honeypots in order to “train” a Misuse IDS to detect and report on new attacks. This process could theoretically be automated, saving time and catching new attacks as they happen.
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TRAINING MISUSE INTRUSION DETECTION SYSTEMS IN A HONEYPOT ENVIRONMENT

1. INTRODUCTION

New software vulnerabilities are being discovered and exploited daily. This places an immense burden on information security professionals. For every exploit it is necessary to create a patch, install it and find a method to detect an attack based on that exploit. At present, the majority of this is done manually. This gives attackers a window of opportunity. Therefore, because it is impossible to eliminate all software vulnerabilities, it becomes important to minimize that window of opportunity. To this end, a more efficient method for generating intrusion detection techniques is necessary. This paper will propose a conceptual model, describing a possible method of largely automatic intrusion detection signature creation for misuse intrusion detection systems. This model will be based on both intrusion detection and honeypot technologies. It is therefore necessary to have an understanding of both technologies.
1.1. Intrusion Detection System Basics

James Anderson defined intrusion attempts as the “potential possibility of unauthorized attempt(s) to: access information, manipulate information or render a system unreliable or unusable”(Anderson 1980). An intrusion detection system or IDS is a program that attempts to detect and warn of such intrusion attempts. 

Many different types of IDS systems have been proposed and developed, each having specific strengths and weaknesses. Two main approaches are currently being used, misuse intrusion detection systems and anomaly intrusion detection.

Anomaly detection stems from the assumption that all intrusion activities are implicitly anomalous or deviate from the norm. In other words, if a profile could be established of ‘normal’ system activity then all system actions that deviate from the ‘normal’ profile could be noted, marked as suspect and used as a base upon which to decide if the activity constitutes an attack or not. For example, while it may be ‘normal’ behavior for a manager to view company financial records, it may not be normal for a data capturer to view those records. This would then generate an alert. Anomaly intrusion detection is a user-based process, testing according to a user’s actions. This is, of course, a highly simplified version of the process, but should be sufficient for the scope of this paper.

Misuse intrusion detection uses a completely different strategy. Instead of a user-based approach, it uses a traffic-based approach. This type of system uses data traffic to and from a system to detect possible attacks. This is generally implemented in one of two ways, either protocol analysis or signature analysis (Tanase, M. 2003). Both methods utilize a database of known attacks and signature for those attacks in order to detect intrusion attempts.

Protocol analysis is implemented by examining the contents of the IP traffic packet header, testing it for a specific attack associated with a specific signature. All traffic should follow the rules associated with that type of traffic and have the appropriate protocol headers, etc. Using this knowledge, these systems unwrap the protocol layers and inspect them for erroneous values, or values of a known attack. These signatures could take the form of a specific port or a specific pattern of headers used in a known attack. 

Signature analysis generally reconstructs the traffic data fragments into more coherent messages. These messages will be tested byte by byte against a single signature, a string of code that indicates a particular characteristic of malicious traffic. These strings could take the form of filenames (‘hack.exe’), commands (possibly one causing a buffer overflow) or in fact any string associated with a specific attack but very rarely found in normal traffic. 

Misuse intrusion detection systems operate much quicker than their anomaly counterparts, however slow down considerably if their database of signature grows too large. It also cannot detect new attacks until such time as a signature has been developed for that attack. Both methods could also generate ‘false positives’, alerts generated on normal, legitimate traffic.

Intrusion detection systems deal with thousands of data packets per day and therefore deal only with detecting attacks, not with studying them. They cannot detect all possible attacks, and new attacks may be left undetected.

1.2. Honeypot Basics

"I define a honeypot as “a security resource who's value lies in being probed, attacked or compromised"."(Spitzner L. 2002 p1)

"A honeypot is a decoy computer system designed to look like a legitimate system an intruder will want to break into while, unbeknownst to the intruder, they are being covertly observed. Honeypots are effective precisely because attackers do not know if they are there and where they will be." (Scottberg, B., Yurick, W., Doss, D. 2002 p1)

Honeypots is a relatively new technology and although the idea has been around for a number of years, it has only recently received any real attention in information security fields. The main difference between production systems and honeypots are that all communication, on the honeypot, is stored and analyzed (Chuvakin, A, 2003). Their primary purpose is to gather information about an attacker. Through this information it is often possible to guess the attacker’s goals and methods. Honeypots can also be used to guide hackers away from production systems, using deception to better secure a network.

The Honeynet Project, a group dedicated to the development and study of honeypots, differentiates between research and production honeypots. Production honeypots are primarily used to decrease the security risk to a company’s production network. They do not generally generate in-depth information about hackers. A research honeypot is generally not associated with production network, but used only to gather information about attacks and attackers (Hontanon , R, J 2000).
Due to the nature of honeypots it is necessary to guard against allowing an attacker to use the honeypot to infiltrate other non-related systems. The level of interaction of the honeypot dictates the amount of control the attacker is allowed. A honeypot with a low level of interaction would typically provide only the illusion of a service to an attacker, thus limiting the attacker’s ability to do any real harm. This, however, lowers the amount of information available from this honeypot. A honeypot with a high level of interaction then would be a full system; using real services and giving the attacker almost full control. It is then left to the administrator to ensure that the attacker does not use the honeypot as a springboard from which he can launch his attacks on other systems.

A very important fact about honeypots is that no traffic should ever be directed at it from legitimate sources. Due to this fact all traffic to or from a honeypot is suspicious. It is also important that no data is lost and usually this is done by keeping the log data on a different system. System logs should be hidden or disguised and systems such as traffic monitors or sniffers would be used to capture all data.

While honeypots can be dangerous, they nonetheless provide valuable information about attacks and their perpetrators. This data can then be used to further secure our networks. Due to the fact that all communication is logged it is highly unlikely that any attack data will be lost. 

2. MODEL DISCUSSION

In order to minimize the time taken to create an IDS signature, it would be a good idea to minimize the manual labor involved in such a process. It is the purpose of this model to describe a system that largely automates the IDS signature process.

An average production system can receive thousands, if not millions, of data packets per day. Any of these packets could be an attack. In order to generate signatures from these packets, it would become necessary to sift through these packets and discard whatever data does not form part of an attack. This in itself would be a highly daunting task, and it would be extremely difficult to automate such a process. The result of such a process would only be a tiny percentage of the whole. Honeypots on the other hand, due to their nature, should only ever receive suspicious data, largely eliminating the need for such a process. Honeypots are also generally better equipped to capture all information of an attack. For these reasons the model is based on honeypot technology.

In order to generate signatures, data must first be captured and stored. Secondly, this data must then be filtered, discarding all data that is not pertinent. Thirdly the data must be processed in some way in order to generate the signatures. Fourthly, these signatures must be tested, and finally these signatures must be added to the IDS database. 

Such a system should, potentially, produce signatures for most new attacks in a relatively short space of time. 
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Figure 1: Model for ‘training' a Misuse IDS System
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3. DESCRIPTION OF THE MODEL

The model consists of four basic components

The first section deals with data gathering on the honeypot. In order to create a set of usable signatures, as much data as possible must be gathered. Data capture must also be masked or hidden so as not to be detectable by the hacker. In order to do this the data must be written to hidden logs, either using modified compilations of the programs used to create the logs (while still leaving the conventional logs for the hacker to delete) or/and storing the logs on another less vulnerable server.

Multiple methods should be used when capturing data. This should minimize the data missed or lost. Methods such as;

· Keystroke monitoring

· System and service logging - utilizing hidden log files

· IP traffic monitoring or sniffing

· Intrusion detection systems (IDS)

The traffic monitor and the service logs should provide the most useful information, as it is from this that the signature will be created. The IDS will pick up most of the attacks and this will be used in the filtration section of the model.

If activity occurs on the honeypot then the system has been infiltrated. From now on the data becomes less useful for our purposes as much of the traffic to and from the honeypot will take the form of normal, legal traffic and signatures generated from such traffic would generate many false positives. Having gathered this data, it becomes necessary to filter out all traffic that will not be used to generate signatures.

Section 2 deals with this filtration process. Firstly, it is possible to filter the data by the restriction of services on the honeypot. For example, if signatures for ftp attacks are required, the only services running would be ftp related. In this way services can be filtered.

Secondly, traffic data should be filtered according to the data picked up by the IDS. If an alert has been generated by the IDS then that traffic can be discarded as a signature for that specific attack has already been developed.

Finally the traffic needs to be filtered according to perfectly legal traffic. If a signature is generated for this data it may cause too many false positives to be generated. This data should not be discarded, but stored in order to be tested for specific recurring keywords, in order to create a pattern matching style signature.

The traffic data that remains should constitute the majority of the traffic used in attacks that could not be detected by the IDS. It should also not include any legal traffic mistakenly directed at the honeypot. This data will then be stored in a data repository whereupon it will be tested by the pattern generation algorithm. This process will be explained in section 3.

Section 3 deals firstly with the reconstruction and storage of the traffic data. It will store the data in one or both of two forms; unfragmented TCP data and/or fragmented data complete with headers and flags. The TCP data would therefore need to be reconstructed.

The next step would be to test the fragmented data. This would be done by analyzing the header fields and comparing them to previously stored data. If a number of matches is found an IDS signature will be generated for that specific attack, if not that data is stored for later testing.

A similar strategy will be used for the unfragmented data. Data will be searched and tested against previously stored data in order to locate a specific string, used in multiple attacks. In this instance however it is important to be sure that that string would not occur too often in real world traffic. Once a string has been found in multiple attacks, a signature would be generated to catch that string.

Due to the fact that, no matter how good an algorithm is, a signature may generate a large number of false positives. These signatures would have to be sent on to Section 4, the ratification stage.

At this stage, human intervention may become necessary, as it is necessary to test to see if the signature should ever be used. If the signature, for any reason, generates too many false positives, then that signature would be rejected, and the signature stored as banned. This would ensure that the same signature is not generated a second time. In time the database of banned signatures should weed out most unacceptable signatures, thus refining the process. If the signature is considered reasonable it could then be added to an Intrusion Detection System database, including that of the honeypot.

4. CONCLUSION

A system that could possibly be of use to companies that produce Intrusion Detection Systems, simplifying the process of attack detection and signature generation. However this model at present has some fundamental weaknesses. The signatures generated with this process would most likely (depending on the pattern matching algorithm) tend to be simplistic, using only a single parameter per signature. The signatures would therefore also tend to enlarge the IDS database quite drastically slowing the IDS down significantly. Lastly, the signatures would not be attached to a specific attack and vulnerability pair. This would have to be done manually.

Although the model has these weaknesses, the idea should have merit, and the model is intended to be built on, refined and improved. The string-matching algorithm could be greatly improved, allowing more powerful signatures to be created.
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