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Introduction 
 
ISSA2008 is the annual conference for the information security community 
that continues on the successful recipe established in 2000. The upcoming 
conference is held under the auspices of the University of Johannesburg 
Business IT Department, the University of Pretoria School of Information 
Technology and the University of South Africa (Unisa) School of 
Computing.  
 
The ISSA2008 Conference will run from Monday, 7 to Wednesday, 9 July 
at the University of Johannesburg's School of Tourism and Hospitality 
facility, in Auckland Park, Johannesburg, Gauteng, South Africa. 
 
The conference has grown each year in various ways. Not only have 
delegate and presenter numbers been on the rise, but interest from industry 
has also grown and been displayed through sponsorship of the conference or 
aspects thereof. We believe that the quality and relevance of the information 
presented by industry practitioners and academics has also evolved over the 
years, as have the opportunities for senior research students to present their 
research to a critical and representative audience.  
 
Conferences have become a major focus area - and often a money spinner - 
in many industries, so at any time you will see a number of conferences 
being advertised in fields such as information security. What sets the ISSA 
conference apart is that it is not intended to generate a profit for an 
organisation, and it does not encourage marketing of products and services 
through presentations. Instead, the proceeds from registration fees are 
reinvested to ensure that the conference grows each year. In exchange for 
their investment in the conference, sponsors are afforded an opportunity to 
present company-specific information that has a bearing on the conference 
themes, and presentations submitted by potential speakers are sent through a 
vigorous review process, managed by a team of respected international 
experts in information security.  
 
We trust that the annual ISSA conference will continue to be recognised as 
an platform for professionals from industry as well as researchers to share 
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their knowledge, experience and research results in the field of information 
security.  
 
To ensure ongoing improvement, we again encourage input from all those 
interested in the field of Information Security, particularly those who are 
actively seeking to progress the field, to take part and share their knowledge 
and experience.   
 
We look forward to seeing old friends and new participants at ISSA2008. 
 
 
Les Labuschagne 
 
Conference Co-organiser  
 

ISSA 2008 Conference Organisers: 
Jan Eloff 

Les Labuschagne 
Mariki Eloff 
Hein Venter 

July 2008 
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Focus 
 
Information security has evolved and in the last few years there has been 
renewed interest in the subject worldwide. This is evident from the many 
standards and certifications now available to guide security strategy. This 
has led to a more clear career path for security professionals. 

The convergence of technologies together with advances in wireless 
communications, has meant new security challenges for the information 
security fraternity. As hotspots become more available, and more 
organisations attempt to rid their offices of "spaghetti" so the protection of 
data in these environments becomes a more important consideration. 

It is this fraternity that organisations, governments and communities in 
general look to for guidance on best practice in this converging world. 

Identity theft and phishing are ongoing concerns. What we are now 
finding is that security mechanisms have become so good and are generally 
implemented by companies wanting to adhere to good corporate 
governance, so attackers are now looking to the weak link in the chain, 
namely the individual user. It is far easier to attack them than attempt to 
penetrate sophisticated corporate systems. A spate of spyware is also doing 
the rounds, with waves of viruses still striking periodically. Software 
suppliers have started stepping up to protect their users and take some 
responsibility for security in general and not just for their own products. 

The conference focuses on all aspects of information security and 
invites participation across the Information Security spectrum including but 
not being limited to functional, business, managerial, theoretical and 
technological issues. 

Invited speakers will talk about the international trends in information 
security products, methodologies and management issues.  

In the past ISSA has secured many highly acclaimed international 
speakers, including: 

• Alice Sturgeon manages the area that is accountable for identifying 
and architecting horizontal requirements across the Government of 
Canada. Her topic made reference to An Identity Management 
Architecture for the Government of Canada  
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• Dr Alf Zugenmaier, DoCoMo Lab, Germany. His topic was based 
on Security and Privacy.  

• William List, WM List and Co., UK. His topic was: Beyond the 
Seventh Layer live the users  

• Prof. Dennis Longley, Queensland University of Technology, 
Australia. His topic was: IS Governance: Will it be effective?  

• Prof. TC Ting: University of Connecticut, and fellow of the 
Computing Research Association, United States  

• Prof. Dr. Stephanie Teufel: Director of the International Institute 
of Management in Telecommunications (iimt). Fribourg 
University, Switzerland  

• Rich Schiesser, Senior Technical Planner at Option One Mortgage, 
USA  

• Rick Cudworth, Partner, KPMG LLP, International Service 
Leader, Security and Business Continuity - Europe, Middle East 
and Africa  

The purpose of the conference is to provide information security 
practitioners and researchers worldwide with the opportunity to share their 
knowledge and research results with their peers.  

The objectives of the conference are defined as follows:  
• Sharing of knowledge, experience and best practice  
• Promoting networking and business opportunities  
• Encouraging the research and study of information security 
• Supporting the development of a professional information security 

community 
• Assisting self development 
• Providing a forum for education, knowledge transfer, professional 

development, and development of new skills 
• Promoting best practice in information security and its application 

in Southern Africa  
• Facilitating the meeting of diverse cultures to share and learn from 

each other in the quest for safer information systems 
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Review Process 
 
The Review Process was undertaken by experienced and well respected 
Information Security experts. In a blind peer-review process full papers 
were scrutinised by an international panel of reviewers. The reviewers were 
asked to provide specific feedback and comments to authors. This feedback 
was provided to give a perspective on how a paper can be improved for final 
submission and inclusion in this - the formal conference proceedings.  

A ‘Call for Papers’ was issued towards the end of 2007, inviting 
anyone interested in making a contribution towards the conference by 
submitting a short abstract by the end of March 2008. Abstracts were 
received and subsequently divided into broad topics by the Programme 
Committee. The abstracts, within a broad field, were forwarded to a review 
panel in the field to judge on the possible acceptability of the abstract based 
upon the scope and depth of the subject matter to the conference as a whole. 
The authors were then requested to submit full papers by the end of April 
2008. These draft papers were "anonomised", and then forwarded to two 
independent reviewers, with the request that the full paper should be 
reviewed and judged according to a number of criteria. Reviewers were 
asked to use a 10 point Likert scale to rate the following criteria: 
• Originality  
• Significance  
• Technical Quality  
• Relevance  

Reviewers were also asked to give an Overall Rating as well as a 
Confidence in Rating for each the paper. In the next section, reviewers had 
to qualify their rating by providing a rationale for the Overall Rating given. 
This was followed by the Reviewer Comments that would assist the authors 
in improving and correcting their papers. Reviewers were asked to be as 
comprehensive as possible in this section.  

The Programme Committee received the completed review forms 
from the Reviewers and combined the scores from the reviewers for each 
paper to determine a whether they would be accepted or not. Only papers 
with a combined value above a certain threshold were accepted as full 
papers. In the event where two reviewers differed drastically from one 
another, the paper was sent to a third reviewer.  
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The reviewers' comments were forwarded to the author with the 
request to submit a final revised version of the paper by May 2008. Only 
those papers which were of an acceptable quality as recommended by both 
Reviewers are included in the Conference Proceedings as Reviewed Papers.  

The review process used is based on what is considered the 
international de facto standard for blind paper reviews. 
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ABSTRACT 

“The state of information security as a whole is a disaster, a train wreck”. 
This view is given by Forte and Power (2007) describing the state of 
information security towards the end of the first decade of the 21st century. 
Amongst solutions offered, the view that security programs have to be 
holistic is proposed indicating that technical controls are of little value 
without the workforce understanding the risks of their irresponsible 
behavior. Another solution proposed by them is the role of awareness and 
education. All levels of users should be targeted letting them understand 
their role and responsibility in information security. Password related 
behavior is often highlighted as a key component of information security 
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awareness. However, studies have shown that password hygiene is generally 
poor amongst users (Stanton, Stam, Mastrangelo, & Jolton, 2005). 

In an effort to identify, categorize and prioritize those factors that may 
have a significant impact on password behavior, a study was conducted 
amongst students in South Africa and the United States of America to 
investigate certain aspects of password management practices. The objective 
of this paper is to report on the empirical results obtained, using techniques 
such as cause-and-effect diagrams and Pareto analyses. 

 

KEY WORDS 

Password management, ICT Security Awareness, Cause-and-Effect 
diagrams, Pareto analyses. 
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PASSWORD MANAGEMENT: EMPIRICAL 

RESULTS FROM A RSA AND USA STUDY 

1 INTRODUCTION 
Information security has become an important issue in modern 
organizations. However, not everybody is convinced that information 
security and the associated measures implemented are producing the 
expected results. Forte and Power (2007) states that “the state of 
information security as a whole is a disaster, a train wreck”. They argued 
that technical controls are of little value without the workforce 
understanding the risks of their irresponsible behavior and advocate that the 
role of education and awareness programs should receive more attention. 

A project to evaluate security awareness levels of staff was initiated in 
2005 and consists firstly of an identification phase where key areas, on 
which measurements can be taken, were identified. Secondly, knowledge, 
attitude and behavior of staff may be surveyed to determine their awareness 
levels pertaining to the identified areas. The assessment of appropriate 
system generated data also forms part of this phase. Finally, the data may 
then be used to construct a model that may assist in improving the overall 
information security culture. These phases are described in detail in Kruger, 
Drevin and Steyn (2006). During the identification phase, the effectiveness 
of password management has emerged as an issue that should be evaluated. 
This is in line with the fact that password related behavior is often 
highlighted as a key component in security programs. However, studies 
have shown that password behavior is generally poor amongst users 
(Stanton, Stam, Mastrangelo & Jolton, 2005). The verification of awareness 
levels that relate to the effective use of passwords would assist in covering 
some of the main objectives of any security program e.g. the integrity and 
confidentiality of data. 

This paper reports on the use of cause-and-effect diagrams to identify 
significant causes of poor password management behavior and to assist in 
the prioritization of the identified causes, Pareto analyses were used. The 
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study was conducted amongst students in South Africa and the United States 
of America and some comparative results and statistics will be presented. 

The remainder of the paper is organized as follows. In the next section 
the methodology used is briefly presented. Section 3 discusses the results 
obtained with some concluding remarks in the last section. 

2 METHODOLOGY 
In this study, the effectiveness of password management was described in 
terms of two categories – secure passwords and confidentiality of 
passwords. Both these categories are defined by different criteria e.g. secure 
passwords may be defined by password length (Pfleeger and Pfleeger, 
2007), how regular passwords are changed (Furnell, 2007), etc., while 
confidentiality may be defined by criteria such as making passwords 
available to others – by writing it down or telling someone (Pfleeger and 
Pfleeger, 2007), the use of different passwords for different systems 
(Furnell, 2007), etc. 

To assist in understanding and identifying problems associated with 
ineffective password management, two cause-and-effect diagrams were 
constructed for the two categories. A cause-and-effect diagram is a tool that 
can be used to represent the relationship between some effect that could be 
measured and the set of possible causes that produce the effect (Berenson 
and Levine, 1996). The diagrams are constructed by showing the effect or 
problem on the right hand side of the diagram and the major causes listed on 
the left hand side. The causes may also be subdivided into a few major 
categories depending on the problem under investigation. Following a 
comprehensive process that included literature surveys, brain storming 
sessions and pilot studies, a list of 23 causes were identified relevant to 
secure passwords and the confidentiality of passwords. These causes were 
grouped into main categories with the help of validation techniques such as 
content validation, reliability tests and construct validation. The final result 
was a 5-factor instrument (questionnaire) consisting of 23 items derived 
from the 23 causes for the two categories studied and was defined as 
follows: 
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Secure Passwords Confidentiality of Passwords 

Attitude/viewpoint – measured by 3 
different items 

Attitude/viewpoint – measured by 3 
different items 

Knowledge and Resources – measured 
by 4 different items 

Knowledge and Resources – measured 
by 3 different items 

Expectation and Feedback – measured 
by 2 different items 

Expectation and Feedback – measured 
by 2 different items 

Skills – measured by 1 item Knowledge related behavior – measured 
by 1 item 

Own perception of behavior – 
measured by 2 different items 

Own perception of behavior – measured 
by 2 different items 

 
The complete process covering the construction of the cause-and-

effect diagrams, the development of the measuring instrument and reliability 
test results can be found in Kruger, Drevin and Steyn (2008). 

 

3 APPLICATION AND RESULTS 
Using the measuring instrument described in section 2, an empirical 
experiment was conducted at two universities, one in South Africa and the 
other in the USA, to see how students apply password management 
principles. A significant user base of students exists at universities and there 
are a large number of confidential and privacy security issues associated 
with student users that can directly be linked to passwords and the 
management of passwords. As with other users, students should be 
prohibited from accessing systems where test and examination marks can be 
changed; test and examination papers can be accessed before student 
assessments take place; or, where fraudulent actions such as altering of 
financial data can be done. By not keeping a password confidential or 
making use of passwords that can easily be guessed, considerable financial 
losses can be incurred by students e.g. when somebody else uses the 
password to download large files from the Internet. Irregularities during 
examinations and tests that are done on computers are also likely when 
students can access other students’ work. Apart from the usual dishonest 
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behavior that should be avoided, it seems to be appropriate to assess the 
password management knowledge and attitude of young people. They are 
the business and ICT leaders of the future and should be made aware of the 
risks and consequences of poor password management. 

A simple web application was used to make the questionnaire 
available to students at the two universities. Although a total of 507 
responses were received it was decided to use only those with the field of 
study in natural sciences and economic and management sciences. In 
addition, only students in their 3rd year of study or higher were considered. 
The reason for this selection was to try and ensure that a homogeneous 
group of students are used to compare the results between the two 
universities. The final comparison was therefore performed on 193 
responses of which 93 were from the South African university and 100 from 
the university in the USA. 

The final results were presented as Pareto charts. A Pareto chart or 
diagram is a graphical representation in the form of a bar graph that is used 
to arrange information in such a way that priorities and relative importance 
of data can be established. It is often used by managers to direct efforts to 
the biggest improvement opportunity by highlighting the vital few causes in 
contrast to the trivial many (Pareto diagram, 2007). The charts are 
constructed by arranging the bars in decreasing order from left to right along 
the x-axis. Cumulative percentages are then used to assist in analyzing the 
chart. 

Figure 1 contains the Pareto charts for the two universities for the 
main factors relevant to secure passwords, while figure 2 presents the charts 
for the confidentiality of passwords. It can be seen from figure 1 that the 
order of the main factors relevant to secure passwords, is the same for both 
universities with the factor Expectation and Feedback the most significant. 
This factor was measured by two items – secure passwords are not 
compulsory and secure passwords are not important. Looking at figure 2, it 
is clear that Expectation and Feedback – measured by confidentiality of 
passwords is not compulsory and confidentiality of passwords is not 
important is once again the biggest concern when dealing with 
confidentiality of passwords. Based on this it must be accepted that the 
current message (feedback) that students, at both universities, receive from 
management, lecturers, their environment, their peers, etc. is that the use of 
secure passwords as well as the confidentiality of passwords are not really 
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important and also not compulsory – it is not really expected from them to 
use secure passwords or to keep their passwords confidential and 
compliance of this will not be verified. 

 

 
 
 
 
 
 
 
 
 
  
 
 

 
Figure 1 – Pareto charts for secure passwords 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 – Pareto charts for confidential passwords 

It should also be noted from the Pareto charts that by addressing only 
the first factor (Expectations and Feedback) about 40% of problems related 
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to confidentiality of passwords at both universities can be solved. In the case 
of secure passwords, more than 30% of problems at the two universities can 
be solved. These facts from the Pareto charts create a perfect opportunity for 
management to address specific password management issues instead of 
implementing, for example, a comprehensive and expensive awareness 
program. Each one of the factors, and the items related to them, was 
analyzed in a similar way but are not presented here. 

Two other interesting observations based on the responses suggest that 
in some cases students believe that they are complying with good password 
management principles but their behavior may indicate differently. In the 
first instance, one of the questions explicitly asked respondents whether they 
belief that the passwords they are using are secure passwords. Almost half 
of the respondents (46%) in South Africa stated that they use secure 
passwords. When checking their passwords and applying two basic rules 
concerning password length and the use of different character sets, it was 
found however, that 63% of those who said that they are using secure 
passwords have passwords with 6, or less, characters or make use of only 
one character set. At the university in the USA, the figure was much lower 
at 14% who said that they use secure passwords of which 29% had weak 
passwords when measured against the same two rules. Another concern 
when looking at these statistics is that 54% of students at the South African 
university and an alarming 86% of students at the university in the USA 
stated (admit) that they do not use secure passwords.  

Secondly, another question asked respondents whether they believe 
that they are keeping their passwords confidential. At the South African 
university 76% answered that they do keep their password confidential but 
15% of the same students also indicated that they would make their 
passwords available to others when needed. At the university in the USA 
77% said that they keep their passwords confidential and only 5% of them 
would give their passwords to somebody else. These two findings are in line 
with a similar result described by Albrechtsen (2007). According to 
Albrechtsen’s study users stated that although information security is 
important, they are not always able to point out practical security actions 
with which they contribute to information security – basically they are not 
aware of what they could or should do. This is probably true in this case as 
well. Students may view passwords as an important issue and they may 
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believe that they are using secure passwords but they are not always aware 
of the practical requirements such as password length. 

Table 1 lists some other interesting issues when analyzing each factor 
and is based on the frequency of answers received from students. 

 

Table 1 – Additional findings 

 Universities 

Item South Africa USA 

I use simple passwords so that 
it can easily be remembered 

55% admit that they 
use simple 
passwords 

50% admit that 
they use simple 
passwords 

I know where to get help or 
information regarding secure 
passwords 

37% do not know 
where to get help 

61% do not know 
where to get help 

I know where to get help or 
information regarding the 
confidentiality of passwords 

41% do not know 
where to get help 

61% do not know 
where to get help 

I can define (or explain) the 
concept “confidentiality of 
passwords” 

15% admit that they 
cannot explain the 
concept 

33% admit that 
they cannot explain 
the concept 

 
In general the overall results revealed the following. The most 

significant issues, according to the Pareto charts, and to which students 
should be made aware of include aspects such as: 

− Proper use of passwords which include the use of secure passwords 
and keeping passwords confidential is compulsory. 

− Passwords are an extremely important aspect of ICT security and 
improper use will degrade the quality of security and increase the 
probability of a number of security risks. 

− The use of simple passwords that can easily be remembered is not 
acceptable. 

− Making passwords available to other people is not allowed. 
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− Where to get help or information on proper password principles. 

Addressing these few simple principles would solve on average more 
than 60% of the problems related to effective password management. The 
remaining factors and their associated items can be evaluated in the same 
manner and simultaneously, or in a follow-up exercise, be addressed. On the 
positive side of the scale it appears as if students have the necessary skills 
e.g. they know where and how to physically change passwords; they 
generally have a positive attitude or viewpoint towards effective password 
management e.g. they think that it is worthwhile to use secure and 
confidential passwords and they do not claim that they are too busy to 
concern themselves with secure and confidential passwords. They also agree 
in general that passwords should be kept confidential. 

4 CONCLUSION 
This paper presented a study where cause-and-effect diagrams were used to 
assist in evaluating password management practices amongst students at two 
universities – one in South Africa and the other in the USA. Pareto analyses 
were then used to identify and prioritize significant aspects. Results 
indicated that students at both universities do not regard the use of secure 
passwords, or keeping their passwords confidential, as an important aspect; 
they did not experience it as being compulsory; and, most of them would 
use simple passwords that can easily be remembered. 

The use of cause-and-effect diagrams and the Pareto analyses proved 
to be extremely helpful in understanding and gaining insight into those 
factors that have a significant impact on the effectiveness of password 
management. Results obtained also created an opportunity for directed 
security awareness programs where efforts can be focused on specific 
important issues instead of conducting the usual comprehensive programs 
where aspects that may not be significant are also addressed. 
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ABSTRACT 

The problem today is that users are expected to remember multiple user 
names and passwords for different domains when accessing the Internet.  
Identity management solutions seek to solve this problem by creating a 
digital identity that is exchangeable across organisational boundaries.  This 
is done through the setup of collaboration agreements between multiple 
domains, thus users can easily switch across domains without having to 
repeatedly sign-on.  However, this technology is accompanied by the threat 
of user identity and personal information being ‘stolen’.  Criminals make 
use of fake or ‘spoofed’ websites as well as social engineering techniques to 
gain illegal access to a user’s information.  This problem has been 
catapulted to the fore by the statement that phishing has increased by 8000% 
over the period January 2005 to September 2006 (APACS, 2007).  Thus, the 
need for user protection from online threats has drastically increased.  This 
paper examines two processes to protect user login information.  Firstly, 
user’s information must be protected at the time of sign-on, and secondly, a 
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simple method for the identification of the website is required by the user.  
This paper looks at these processes of identifying and verifying user 
information followed by how the user can verify the website at sign-on.  
The roles of identity and access management are defined within the context 
of single sign-on.  Three different models for identity management are 
analysed, namely the Microsoft .NET Passport, Liberty Alliance Federated 
Identity for Single Sign-on and the Mozilla TrustBar for website 
authentication.  A new model for the definitive protection of the user in the 
online environment is proposed based on the evaluation of these three 
existing models. 
 

KEY WORDS 

Identity Management, Authentication Management, Mozilla TrustBar, 
Liberty Alliance, .NET Passport 
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A USER CENTRIC MODEL FOR ONLINE 

IDENTITY AND ACCESS MANAGEMENT 

1 INTRODUCTION 
The Internet has played a major role in the way people do business and 
interact socially.  Websites are used to sell goods and services online whilst 
storing sensitive customer information such as credit card details and 
identity numbers.  This information is regularly stored using simplistic user 
sign-on tools.  The use of this technology creates the challenge of how to 
ensure that the correct authorised user connects to the appropriate online 
system. 

To ensure users are who they claim to be at the time of sign-on, a 
more advanced authentication tool than that of a single key authentication 
password, is required.  Through the use of dual key authentication over that 
of single key passwords, higher levels of trust between the user and the 
website provider are created.  A number of users are still naïve as to the 
potential dangers of the Internet and are unaware that they may be at risk by 
using websites with simple security measures for client authentication.  The 
threat exists for criminals to make use of fake or ‘spoofed’ websites and 
social engineering techniques to gain illegal access to user information and 
potentially commit identity theft.  Although organisations have been set up 
to standardise the processes of online identity management, none fully 
protect the user and enforce a dual method of user and website 
authentication.  Because of this the risk still exists that a user’s account 
information can be accessed illegally.  It is therefore important that adequate 
identity management controls are put in place to secure the online user. 

The remainder of this paper is organized as follows:  Section 2 
presents the role of identity management for businesses as a tool to meet 
legal requirements for client protection and the benefits of identity 
management to the business.  Section 3 investigates the role of access and 
authentication management, focusing on user issues and trends relating to 
online systems usage.  Section 4 provides an overview of the identity 
management models implemented by Microsoft Passport .NET, Liberty 
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Alliance Federated User Identity and the Mozilla TrustBar.  Section 5 
provides a critical comparison of the models.  However, none of the 
investigated models focus on the issues of the user and the protection of the 
user within the online environment.  Each model focuses exclusively on the 
sign-on or website identification processes and lacks a wholesome 
environment within which the user may interact with.  Section 6 proposes a 
model for user centric online protection.  This model is based on the use of 
dual authentication techniques in the form of user authentication by the 
system, and system authentication by the user. 

2 ROLE OF IDENTITY MANAGEMENT 
Through the use of identity management, businesses benefit as they draw 
from best practices and ensure compliance to regulations.  Legal 
requirements for client protection are implemented to provide a code of 
“best practice” as noted in COBIT and ITIL (Lewis, 2003).  The business is 
ultimately responsible for the use of identity information and is held 
accountable should that information be used fraudulently.  In making use of 
the identity management life-cycle, the user’s account is managed from the 
time of creation to the time when the user permanently leaves the system.  
This process includes the removal and addition of system rights (De Leeuw, 
2004).  Through efficient use of an identity management solution, 
companies realise the following benefits: 

1. Better planning, implementation and management of 
solutions through a complete user based life-cycle of 
services. 

2. Reduction in costs and complexity, while increasing the rate 
of return on investment made in identity management. 

3. Predictable implementation procedures and efficient business 
operations, thereby ensuring greater system satisfaction for 
both users and customers. 

4. Manages all four main areas of concern for the business 
(people, process, practice and platform), when implementing 
identity management in the organisation (Sun Microsystems, 
n.d.; Gordon, 2004). 
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Organisations now view identity management solutions as the answer 
to a number of security challenges.  It is also imperative for organisations to 
consider how they can take full advantage of the benefits and the value of an 
identity management system within their business (BMC Software, 2006).  
Furthermore, the use of effective identity management controls will provide 
the system user with a secure environment within which they can function.  
The effectiveness of such a process, however, is only as strong as the level 
to which access and authentication management controls are applied. 

3 ACCESS AND AUTHENTICATION MANAGEMENT 
In order to manage a business environment in which multiple users require 
access to systems over large and distributed networks becomes difficult plus 
it is essential that the business ensures the users connecting to this 
environment are whom they claim to be.  The Internet has the ability to 
mask an identity, and this process can be used to perpetrate fraud.  
Therefore, every action performed online is subject to a degree of risk.  This 
lack of trust has spread into the banking sector.  In a recent report by the 
journal, Computer Fraud and Security, it was stated that 52% of 
respondents were unlikely to sign up to online banking facilities and that 
82% of respondents would not respond to any emails from financial firms 
(Consumers losing trust in online banking: survey, 2007). 

In online commerce, customers take on substantial levels of risk when 
making purchases from an online vendor, because all encounters take place 
through the vendor website.  Customers therefore need to be able to assess 
the risk involved when purchasing online. 

Customers often leave a website when they do not gain a sufficient 
sense of trust (Chau, Hu, Lee & Au, 2006).  Online merchants store large 
amounts of customer data therefore it is critical for vendors to build strong 
trusting relationships with their customers.  This can be ensured by making 
use of proper access control procedures to provide minimal risk to the 
customer.  From the perspective of the merchant, there is little concern over 
the identity of the individual customer, but more concern over their ability 
to pay for services or goods.  If security is breached on the vendor website, 
it is imperative that accurate logs exist for the auditing of user actions. 

The dangers to users in the online environment are summarised as 
spoofing, phishing and identity theft.  By implementing strong controls to 
ensure that only an authorised user accesses the system, the business risk is 
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diminished (Rodger, 2004).  In order to identify the best methods to protect 
an online identity from online threats, it is essential to look at international 
systems for single sign-on (SSO) protection of the user. 

4 COMPARISON OF IDENTITY MANAGEMENT SOLUTIONS 
The ideal environment for the computer scientist is one in which computer 
systems know who their users are.  The ideology behind this is based on the 
concept that users should be authenticated as simply as possible.  An 
investigation is performed to determine the best method of implementation, 
specifically looking at Microsoft’s Passport .NET, Liberty Alliance and 
Mozilla TrustBar. 

4.1 Microsoft Passport .NET  
The Passport .NET service makes use of SSO Identity Domain.  Microsoft 
is suited to the process of handling an SSO platform as it already provides a 
large variety of services online for e-mail, online messaging and search 
facilities.  However, issues regarding user privacy and freedom of 
movement online could be infringed should a single entity take control of all 
SSO authentications and the information held therein.  The process followed 
for user authentication through the Passport service is shown in Figure 1. 

 

Figure 1 – The Passport Authentication Process (Microsoft, 2004) 

1. User browses to participating site or service (Site A in this example) 
and clicks ‘Sign In’ button or link. 

2. User is redirected to Passport. 
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3. Passport checks if the user has a ‘Ticket Granting Cookie’ (TGC) in 
their browser’s cookie file meeting the rules of Site A.  If one is 
detected, they skip to step 4 and do not go through the login process.  
If the TGC has lapsed based on Site A’s time requirements, then the 
user is redirected to a page asking for their login credentials to be 
entered correctly in order to proceed. 

4. The user is redirected back to Site A with their encrypted 
authentication ticket and profile information attached. 

5. Site A decrypts the authentication ticket and profile information and 
signs the customer into the website. 

6. The user accesses the page, resource or service they requested from 
Site A. 

In concluding Figure 1, no information about a user is shared with Sites B 
and C unless the user chooses to sign-on to those sites. 

A potentially hazardous feature to the user of Passport .NET reported 
by both Microsoft (2004) and discussed by Kormann and Rubin (2000) is 
that of the automatic sign-on to Passport.  If this option is selected, the 
username and password of the individual user are stored locally on the 
individual client’s machine.  When an automatic sign-on is selected the user 
will be signed on to the .NET Passport service without intervention.  
Disconnecting from the Internet or turning the machine off has no effect on 
the connection of the user to the service.  This option exposes a user’s 
account to infiltration potentially exposing sensitive information. 

Although a user may use their .NET Passport account at multiple sites, 
the password is only stored in the .NET Passport database and is only shared 
with the .NET Passport servers that need to make use of it for 
authentication.  The .NET Passport service contains a feature that, should 
the user make an error in attempting to sign-on, the system automatically 
blocks access to the user account for a few minutes.  This process stops 
attempts to gain unlawful access to an account using password cracking 
software. 

Overall, the .NET Passport solution provides a relatively simple 
solution to the problems experienced by users within SSO.  Websites 
affiliated with the .NET Passport program can opt to have the service 
manage their user base, shifting the responsibility for this process from 

A User Centric Model for Online Identity and Access Management

21



 

themselves to Microsoft.  As previously stated, the main drawback to the 
.NET Passport solution is the problem of having a single entity responsible 
for and controlling all identity authentication tasks.  This, by itself, increases 
new risks and issues relating to both privacy and security. 

4.2 Liberty Alliance Federated User Identity 
The Liberty Alliance is an undertaking by a group of organisations and 
government agencies to provide a set of open technical specifications for the 
creation of a federated identity solution.  When the Liberty Alliance began 
their operations, the first phase of development involved the setting up of 
specifications which enabled simplified SSO for end users.  This process 
became Liberty’s Identity Federation Framework (Madsen, 2004). 

The Liberty specifications for SSO includes an enabler which 
provides SSO functionality across different enterprise domains and 
websites.  Pfitzmann (2004) describes the process of Liberty’s SSO as 
follows: 

 
Figure 2 – Browser based SSO (Pfitzmann, 2004) 

In Figure 2, a user accesses the service provider whilst browsing 
online.  When submitting a sign-on request, the service provider redirects 
the browser to the user’s identity provider.  The user then logs in using a 
typical username and password.  The identity provider redirects the browser 
back to the service provider with an additional ticket to handle other 
services, such as data transfer logistics on other channels. 
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The benefit of using this form of implementation is that the user is not 
redirected to a separate login page for authentication purposes.  Once the 
user is authenticated by one service within the ‘circle of trust’, all other 
websites within that trust domain can verify the user as having been 
authenticated, eliminating the need for multiple sign-on (Liberty Alliance, 
2007). 

The Liberty Alliance provides a viable alternative to the solution from 
the .NET Passport.  By having a consortium of companies involved in the 
setting of standards, a broader level of consensus is achieved and the best 
solution implemented.  Within the realm of SSO the problem however with 
Liberty Alliance’s solution is the lack of ability to provide a scalable 
solution for a user to connect to a multitude of websites, because each setup 
of the federated identity solution exists within separate circles of trust.  If a 
user moves between two different trust circles, they will be required to sign-
on with different credentials. 

4.3 Mozilla TrustBar 
A potential solution for the identification of websites is the use of a plug-in 
toolbar supplied within Mozilla Firefox browsers.  By using this plug-in a 
user can store images mapped to server certificates.  Whenever a server 
certificate is verified, the mapped image is displayed on the toolbar, while 
the corresponding page is still being loaded (Jøsang & Pope, 2005).  Mozilla 
TrustBar focuses on how to secure the user whilst authenticating websites.  
Thus, the user is protected from the threats of phishing and website 
spoofing.  The TrustBar attempts to make users more aware of the security 
behind the web pages they view. 

The overall process of the client user authentication on the server 
attempts to protect against potential eavesdropping and modification by 
Man in the Middle (MITM) adversaries.  Large numbers of financial and 
other websites make use of Secure Socket Layer (SSL) to authenticate the 
user.  A number of those sites however only make use of SSL protocols 
once the user has typed in a username and password and then clicked 
‘submit’ (Herzberg, 2005). 

This form of implementation has the potential for MITM to redirect 
the user towards a modified version of the website.  Should this occur the 
user may unknowingly provide login information to a third party.  Through 
the modified page, if the user attempts to login, the user information is sent 
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back to the MITM.  Clearly the traditional approach of signing on does not 
protect the user from these forms of attack; and the user requires an easier 
way to verify that he or she is on the intended website. 

Herzberg (2005) mentions the ways in which TrustBar provides a 
solution to the client user problem as follows: 

• TrustBar periodically downloads a list of the unprotected 
websites that are maintained on the Mozilla TrustBar servers.  
This list stores the unprotected login sites which Mozilla 
tracks, as well as any alternate login pages for those websites 
that are protected.  This information can be used to redirect the 
client if an unsafe link is found. 

• TrustBar makes allowance for users to assign a logo to 
websites of their own choosing to visually identify the website.  
TrustBar tracks changes to websites and displays information 
in the form of a “Same since” and a date value.  After the 
website changes, a warning is displayed when the page is 
accessed by the user. 

Herzberg and Gbara (2007) provide further uses of the TrustBar for 
solving the user problem in the following situations: 

• In SSL websites, TrustBar shows by default, the name of the 
organisation that owns the website through the identification of 
the digital certificate.  TrustBar also displays a representation 
of the logo or the name of the certification authority which 
issued the certificate. 

• TrustBar displays a padlock for all protected websites, and a 
“No Entry” sign for unprotected websites. 

The Mozilla TrustBar’s solution to the user’s web usage condition is 
novel.  The service provides the client with a free-to-use facility that can 
make the online user feel more secure.  Through providing a visual aid to 
the user showing the current status of the accessed website, the user’s 
overall experience is improved. 

5 COMPARISON OF MODELS 
The three reviewed models have different approaches to the handling of 
identity management.  It is not entirely possible to provide a valid 

Proceedings of ISSA 2008

24



 

comparison of the .NET Passport system, which was implemented with a 
singular methodology, to the Liberty Alliance framework.  The reason for 
this is that the latter is not a system, but a set of open technical standards 
which an organisation can implement.  The efficiency of a Liberty Alliance 
framework implementation is only as strong as the level to which the 
specifications are applied.  Further complicating this analysis is the Mozilla 
TrustBar.  The TrustBar looks at the identity management paradigm from 
that of the user.  TrustBar implements similar steps when performing 
authentication, but instead of the authentication of the user, the accessed 
website is authenticated.  The consolidated comparisons, where they can be 
drawn, are shown in Table 1. 

Table 1 draws a comparison of the three models into specific sections.  
The .NET Passport is rooted as a singular entity, which is maintained by 
Microsoft.  All usage of the .NET Passport requires adherence to Microsoft 
standards by website vendors, stipulated in contracts between Microsoft and 
these parties.  The Liberty Alliance makes use of a set of open specifications 
that can be implemented in various ways to allow for an SSO environment 
to be created for users.  The SSO facility, however, only applies between 
websites within the same circle of trust, and should a user move out of the 
circle, they must resubmit their login credentials.  TrustBar takes a different 
perspective looking at the issue from the user point of view.  TrustBar 
currently works off a single system, which is implemented by Mozilla, 
handling classification and analysing the security of websites to create a 
central repository for determining website validity.  

The three models analysed provide a significant step towards meeting 
the overall goal of an integrated system for the protection of the user in the 
online environment.  The following three points summarise and categorise 
each model: 

• Microsoft .NET Passport – provides a solution for broad 
implementation of identification and verification of users 
within an SSO environment.  It also provides simple 
integration between vendors, due to a single user identification 
provider. 

•  
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Table 1 – Comparison of .NET Passport, Liberty Alliance and Mozilla 
TrustBar 

 .NET Passport 
(Lopez, Oppliger & 
Pernul, 2004) 

Liberty Alliance 
(Olsen & Mahler, 2007) 

Mozilla 
TrustBar 

(Herzberg, 2005) 

System Singular System 
implemented by 
Microsoft 

Open Specifications. Can be 
implemented in various ways 
within multiple different 
systems 

Single System 
implemented by 
Mozilla to handle 
classification of web 
addresses 

SSO Previously multi-
organisation SSO.  
Since 2003 single-
organisation sign-on 

Depends on implementation, 
supports multi-organisation 
SSO 

Single verification of 
websites accessed by 
user 

Choice of 
Identity 
Providers 

Microsoft was the only 
identity provider 

Allows for several identity 
providers so far as they are 
accepted by the service 
provider 

Mozilla serves as 
identity provider for 
authentication of 
websites 

Identifiers Personal Unique 
Identifier per user 

Unique handle per user per 
federated pair of website 

Unique identifiers 
per participating 
website 

Responsible 
Controller 

Microsoft and service 
providers are single 
data controllers 

Controllers or processors? 

-Service providers within a 
circle of trust become data 
controllers “at the time users 
visit their websites” 

-However according to the 
Liberty Alliance, it is possible 
that some service providers 
may act as processors 

Mozilla and service 
providers as single 
data controllers 

Contractual 
Framework 

Contract between 
Microsoft and service 
provider 

Implementation dependant 

-Contract between every 
website in a circle of trust 

-Depending on the type of 
implementation other models 
may be possible, such as every 
participating service provider 
has a contract with one party 
which organises and 
administrates the circle of trust 

No contract required, 
makes use of open 
source community 
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• Liberty Alliance – provides a flexible solution for the website 
vendor through the use of circles of trust.  This is limited to 
providing SSO on a smaller scale because of the limited size of 
the circle of trust.  Each website within the circle of trust 
provides its own login forms for the user.  With a greater level 
of trust between the websites involved, the ability to audit user 
movements within the system is increased. 

• Mozilla TrustBar – provides a way to identify the website from 
the user perspective.  This is accomplished by the 
implementation of an easy to use identification and verification 
process; the user is alerted to potential threats within the 
websites they are seeking to access. 

 

6 USER CENTRIC ONLINE IDENTITY & AUTHENTICATION 
MODEL 

Although all three models discussed do provide a useful service, none cover 
all the needs of the user.  Although each model focuses on the sign-on or 
website identification issues, none focus on the issues of the user or 
protection of the user within the online environment.  The issues that need 
to be addressed for the protection of users in the online environment can be 
summarised as follows: 

• Scam Protection – Users must be aware of potential scams 
online.  Education is the best prevention (Bradley, 2007). 

• Spoofing – Users must be aware of fraudulent sites and the 
risks that can occur should their information be compromised 
(Herzberg, 2005). 

• Multiple Verification – When making use of multiple 
websites, each with individual login criteria, a facility to 
improve the user experience through the use of SSO 
methodology is required.  SSO reduces the potential for 
interception of client login data, and promotes ease of use 
online (Lopez, Oppliger & Pernul, 2007). 
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• Credential Security – User credentials must be securely 
transmitted when authenticating SSO environments. 

Each of the models possesses attributes that address some of these 
user requirements, but they themselves are insufficient. 

6.1 Authentication of IT Systems and Users 
Authentication procedures in the online world are more complex than their 
real world counterparts.  Through the use of brute force attacks, security 
controls can be compromised in a short period of time.  The use of social 
engineering techniques can make the process even simpler.  When 
performing the process of converting an offline system to an online version, 
technical authentication procedures are adapted to the online capabilities 
frequently without adopting the necessary security measures (FIDIS, 2006).  
The authentication of the actual website may be adequate, but if users are 
unable to establish the trustworthiness of the website they are lured to, this 
authentication is in vain. 

If more controls and checks are enforced along with dual 
authentication by users and systems, a more secure environment for the 
online user will be ensured.  This process can be performed by the 
authentication of users by IT systems and the authentication of the accessed 
IT system by the user. 

6.1.1 Authentication of Users by IT Systems 

From a technical viewpoint, an identity is nothing more than a digital 
pseudonym representing an individual.  Therefore, measures are required to 
verify that a digital pseudonym belongs to the appropriate authorised person 
(FIDIS, 2006).   

Figure 3 depicts the ways in which an IT system can determine the 
authenticity of a user.  An increase in the number of criteria to be enforced 
provides for a more comprehensive verification of the user. 
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Figure 3 - Authentication by an IT System (FIDIS, 2006) 

Based on the above figure, IT systems can recognize a user by their 
attributes through the use of biometric techniques, what they possess, and 
what they know.  The higher the number of controls implemented using 
these identification criteria, the higher the level of certainty that the user 
accessing the system is authorised to do so.  Consequently the more criteria 
used for the authentication process, the higher the levels of trust created 
between the user and the system.  

6.1.2 Authentication of an IT System by a Person 
User identity theft is often performed through deceiving the user on a 
spoofed website.  A user enters their login information and attempts to 
connect, thereby sending their identity data to the perpetrator.  To curb this 
problem, users should authenticate an IT system using the criteria described 
by the Future of Identity in the Information Society (FIDIS, 2006) which 
are: 

• What the IT system is – By looking at the information 
contained on the website the user can determine its validity.  
The immediate method of identifying a website is through the 
assessment of the website URL.  If the URL corresponds to 
that of the users expected website, they should continue by 
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determining the validity of the website’s digital certificates.  In 
checking the digital certificates the user can determine the 
validity of the website.  This process can be automated through 
the use of a system such as the Mozilla TrustBar. 

• What the IT system knows – Through the registration process 
the user will set up their initial profile.  Some websites may 
request other personal information relating to the client.  The 
display of this personal information thus verifies the 
authenticity of a website. 

Through the use of both user and system authentication in a dual 
pronged approach, a user is assured of making use of a valid Internet 
website. 

6.2 A Model for Securing the User’s Online Experience 
In order to protect the user from threats to their online identity, an approach 
is required that satisfies both user authentication and website authentication.  
In Figure 4, a model is proposed which promotes a dual-pronged solution to 
the protection of user information in the online environment.  The model 
addresses user protection from two angles.  The validity of the website is 
checked and reported to the user.  This ensures that the user is attempting to 
access and authenticate the correct version of the website.  Then the process 
of SSO authentication takes place to allow the user to make use of the 
benefits of the SSO environment. 
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Figure 4 – Model for User Centric Online Protection 
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The process in the model is expanded as follows: 

1. User Requests Website – The user makes use of their browser and 
enters the URL of the website they intend to visit.  By selecting a 
URL, the process responsible for authenticating the website is 
initiated. 

2. Site Identification Request – When the user performs a request for 
the website, a request is sent to a repository responsible for the 
validation of websites.  The information in this repository provides 
the user with information which validates the security of the website. 

2.1 Check Website URL – This is accomplished by using the 
information stored in the repository.  These checks are undertaken in 
order to determine the level of security within the requested website, 
such as the use of SSL and digital certificates. 
2.1.1  Determine Most Secure Site – A number of websites potentially 
have web pages, which are often more secure but are not set as the 
default login page.  In these cases the repository determines the most 
secure website.  If a more secure inner link for the same domain is 
found, the repository sends a redirect response to the browser to redirect 
to the more secure website.  Should this occur, then the process from 
Step 1 reoccurs. 
2.1.2 Site Security Check – Based on the URL the repository performs a 
search determining the validity of the digital certificates, authority of the 
certificate issuers, and if the site is flagged by the repository as a 
spoofed website.  As a result, a URL validation report is then sent back 
to the user’s browser displaying the results and allowing the user the 
opportunity to validate the website themselves. 
3. Website Retrieval Request Sent – When a user’s request for a 

website is sent, the website is retrieved via HTTP protocols. 

4. User Login – Once the page has been loaded with information 
required for the validation report, the user attempts to login to the 
SSO website.  Incorporated within this process is the use of a 
biometric input, such as fingerprint identification, along with 
password identification, which is used to provide a more secure 
environment.  If either of these validation procedures fails, the user 
is redirected to the initial login page.  If the sign-on is successful, 
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then the user is verified and authenticated within the SSO 
environment.  This process ultimately leads to higher security levels 
of user identification. 

7 CONCLUSION 
This paper has discussed the need for a comprehensive model for the 
protection of users within the online environment.  The roles of identity 
management and the benefits to business were discussed. The role of access 
and authentication management provided an insight into online user habits 
with regards to security.  The three models .NET Passport, Liberty Alliance 
Federated Identity and Mozilla TrustBar were examined to determine the 
processes followed by industry to address identity management.  A critical 
comparison of these models was made which found that none covered all 
the needs of the user in creating a comprehensive secure environment.  A 
model was then proposed based on the best practices of the industry to 
promote the use of dual levels of authentication, that is user authentication 
of the website followed by the website authentication of the user in order to 
create a secure environment.  In using a username and password along with 
other identification methods, the accuracy of user identification is increased.  
In addition, the ability of the user to identify the website and verify its 
authenticity protects the user from the threat of spoofing.  This should 
protect the user from identity theft.  An additional benefit of this process is 
higher levels of trust generated between users and vendors. 
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ABSTRACT 

Biometric advances apply to a range of disciplines to ensure the safety and 
security of individuals and groups. To stress the value of biometrics, this 
study focuses on the application of biometric techniques to a vast range of 
individuals and groups, irrespective of their age. This report covers 
biometric development within three generations. 

For the younger age group, biometrics can play a significant role in 
ensuring physical safety within the learning and dormitory environment. 
Additionally, biometrics can assist teachers within this environment to 
enhance the administration features. This allows more hands-on time for the 
education of children.  

The application of biometrics for adults has made great progression in 
the last couple of years. The research considers biometric advancements in 
the areas of travel and immigration, healthcare, law enforcement and 
banking. For the purpose of this study, adults are considered the individuals 
and groups in a working environment. Many of these applications are 
relevant to the younger and more senior generations as well.  

Senior citizens can also benefit from biometric applications. In many 
countries, biometric techniques control the administration of pension funds 
and general welfare administration.  

For each of the biometric applications, this research reviews the 
application of biometrics, associated advantages and disadvantages, as well 
as specific implementations. A number of sample applications from all over 
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the world, illustrates the usability of biometrics for a variety of groups, 
individuals and disciplines. From this report, it is clear that biometrics is a 
universal application, used by anyone, anywhere. 

 

KEY WORDS 

Biometrics, safety and security, school environment, travel, immigration, 
healthcare, law enforcement, banking, pension funds. 
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NO AGE DISCRIMINATION FOR BIOMETRICS 

1 BACKGROUND 
Biometrics is not a passing fad, and definitely not a new development. The 
earliest recorded use of biometrics for identification purposes occurred 
during the 14th century. This is when Chinese merchants stamped children’s 
palm and footprints with ink on paper. The year 1881 was a noteworthy 
milestone in the advance of biometrics: Alphonse Bertillon developed an 
anthropometric system that measures and distinguishes between human 
traits (AB 2006). It is, however, only in the last 120 years that the biometric 
discipline introduced drastic changes (Arnold 2006).  

The application of biometric techniques has slowly infiltrated our 
daily lives and has established an intimate interdependence between humans 
and technology. In computer security, biometrics refers specifically to 
automatic authentication techniques relying on physical measurable 
features. Biometrics refers to: “… technologies that measure and analyse 
human body characteristics, such as fingerprints, eye retinas and irises, 
voice patterns, facial patterns and hand measurements, for authentication 
purposes” (SearchSecurity.com 2006). The use of biometric applications has 
become so prevalent that AuthenTec, the world’s leading provider of 
fingerprint sensors and solutions, reported a 67 percent increase of biometric 
related sales in 2007 (FindBiometrics 2008a).  

In No age discrimination for biometrics we attempt to show that 
biometrics has infiltrated all facets of human life, with specific attention to 
the security aspects. We discuss biometrics for the young, for adults and for 
senior citizens and prove that no matter what your age, there is a biometric 
application that applies to your needs and circumstances. 

2 BIOMETRICS FOR THE YOUNG 
Children are the world’s future, and it is very important to keep them safe. 
Since majority of children attend schools and many youths colleges and 
universities, this section addresses the application of biometric techniques in 
the learning environment. 
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2.1 Educational institutions 
Schools are supposed to be a secure haven where children can achieve their 
full potential, but are schools as safe as we want to believe? In order to learn 
and excel, scholars need to feel safe in an environment where they can focus 
on their studies. Not only the learners’ and students’ safety is important, but 
teachers and lecturers also need to know that they are in a protected 
environment where they can focus on the curriculum.  

Existing security solutions are far from perfect. Children have the 
knack to lose physical keys and magnetic swipe cards, forget passwords or 
fall victim to the social engineering skills of school bullies to obtain lock 
numbers. In addition, the current process to gain secure access to school 
grounds is both time consuming and ineffective. The most probable solution 
is a reliable access control and identification system, combined with 
effective entry policies. 

2.1.1 Application areas 
It is seldom that all the relevant parties immediately accept the introduction 
of a new technology. Especially in the teaching and learning environment 
where minors are involved, people become natural sceptics. Yet, with the 
young generation’s outlook on technology and inventions, it is not 
surprising to find a great variety of biometric applications in school 
environments. 

The best way to introduce biometrics in educational institutions is to 
prepare an alternative system for individuals uncomfortable with the new 
system. This will get the approval of the students, their parents and the 
educators (Goldberg 2003).  

The most common application is campus access. Access is limited to 
preferably one entrance equipped with a biometric scanner to verify the 
identity of all students, staff and authorised visitors upon entry (Goldberg 
2003). The execution of biometric systems in schools should be relatively 
easy, since children seem to hold no fear of new technology. More than 
1,300 UK primary schools’ libraries are using fingerprint technology to 
replace the old-fashioned password systems. More children now borrow 
books because they want to use the new technology (Out-Law News 2004).  
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Another application that can speed up scholar attendance registry is 
placing cameras throughout the school, authenticating students looking into 
the camera. Roll call information is available immediately, and not only 
after first break as is presently the norm with class attendance lists (Nixon 
2003). Students can also use their biometric features to authenticate 
themselves on the school network by logging on to a wireless network. The 
application of biometrics leads to tremendous time saving (Goldberg 2003). 
For students with medical allergies, biometric devices have proved to be 
lifesavers. School nurses use fingerprint scanners to identify sick students 
and their allergies before they administer medication (FindBiometrics 
2003).  

For schools with a vision to send pupils into the business world 
equipped with all the necessary skills, biometric school environments are 
ideal. The school environment introduces the technology to students in an 
informal environment, and prepares them adequately for biometrics in a 
more formal corporate world. In addition, the use of biometric technology in 
the classroom will leave both the scholar and the teacher feeling more 
secure in the school environment and will enhance the learning experience 
(BIOMETRICS in Education 2004). 

2.1.2 User resistance 
The main problem with using biometrics in educational institutions is 
people’s resistance to change (in this instance the school/university staff and 
parents), their resistance specifically to biometric technologies and the cost 
implications of such technologies. Though expensive, the arguments in 
support of biometrics weigh much heavier. Privacy concerns may put a 
dampener on acceptance rates, but should not prevent biometric technology 
from reaching its full potential in security enhancements (Goldberg 2003). 
Educational institutions already hold the responsibility for sensitive data 
such as identification numbers and special needs information. Biometric 
systems simply add additional information to these personal data files. 

Additionally, there is a worldwide fear by school employees of 
contracting diseases from using the same scanners as the scholars. Children 
can pass on childhood diseases that could hold immense danger for adults 
and their families. The likelihood of open cuts and the transfer of germs is 
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another concern, but according to Borja (2002) the risk of contamination is 
minimal to nonexistent.  

Advocates in support of biometrics in schools say that the resistance 
endures because the technology is misunderstood. Finger scanners do not 
record actual fingerprints and is of no use to law enforcement (Graziano 
2003). Once the resistance has subsided, biometrics can enhance the school 
environment with access control, positive identification and a record of 
those entering and leaving school buildings. Hopefully the fears of 
identifying information misuse will soon be forgotten to embrace the benefit 
of enhanced accountability (Goldberg 2003). 

2.1.3 Advantages and disadvantages Application areas 
The advantages of a successfully implemented system include saving on 
administration costs, increased accountability, improved building and data 
security and improved effectiveness in administrative tasks. With minimal 
biometric training required, this technology relieves teachers of their 
administrative tasks, leaving more time spent teaching (BIOMETRICS in 
Education 2004). 

The greatest benefit of biometric authentication is that students can 
display their fingertips publicly without any threat of compromising their 
accounts’ privacy or the network’s security. It is also highly impossible for a 
student to authenticate using someone else’s fingertip, or forgetting their 
fingertips (Kennard 2002). The most disabling disadvantage of biometric 
systems in the educational environment, however, remains user resistance 
by educational administrators. 

2.1.4 Biometric implementations in schools worldwide 
Biometric implementation on school grounds have been surfacing slowly 
since late 1997. The following are a few examples of educational 
institutions that implemented biometric systems successfully: 

• At the Kvarnby School, Stockholm it generally takes half a period 
before teachers could help all children sort out their passwords 
problems. Some students forget the passwords, while others borrow 
user names and passwords from other students. Often the default 
password is never changed and written on the blackboard, 
completely negating the use of passwords. A fingerprint-based 
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solution eliminated these identification problems, making the login 
routines easier and saving valuable classroom time (Security 
International 2002). At Johnson and Wales University, Denver, 
students no longer need to worry about lost access cards or 
residence room keys locked in, nor the fines associated with such 
occurrences. Students entering the Pulliam residence need only to 
slide their hand into the biometric hand reader for the door to open. 
The room doors work on the same system (Johnson & Wales 
University 2002).  

•  Since 1993, the scholars at the Penn Cambria schools have 
registered by means of their fingerprints. Only students who have 
recently transferred to the district and returning students in the fifth 
and ninth grades need to reregister due to a growth spurt. At these 
ages, children’s fingers have matured to the point where the 
scanners can no longer quickly identify them. Of around 3000 
students, only about 1% opts out of the scanning system due to 
religious preferences (Graziano 2003).  

•  US Biometric Corporation, in conjunction with law enforcement 
experts, are introducing educational seminars to help tertiary 
institutions understand biometrics. The idea is to assist campuses to 
increase security proactively for both students and employees 
(Business Wire 2008). 

2.1.5 Summary 
Educational institutions need enhanced security features to safeguard 
learners/students and staff members. By implementing biometric systems, it 
is possible to improve the current security systems and to boost supporting 
actions in and around the study environment. Currently many biometric 
applications serve the global educational environment, varying from simple 
identification procedures to intense authentication and verification 
procedures. The advantages of biometric systems far outweigh the 
disadvantages thereof, and may even lead to a more technology proficient 
youth. 
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3 BIOMETRICS FOR ADULTS 
The application of biometrics in adult life is a vast field. This section deals 
with travel and immigration, healthcare, law enforcement and banking. 

3.1 Travel and immigration 
In the light of terrorist attacks occurring around the world, governments are 
looking to intensify security controls, especially in the field of immigration. 
Biometrics is likely to increase security at immigration control points like 
border posts and airports. 

3.1.1 Application areas 
Biometrics can assist the travel and immigration industry in two distinct 
ways: verifying the identity of visitors and including biometric identification 
within passports. When validating a visitor’s identity, the immigration 
official takes a digital photo of the person to match against the database. 
The system performs a matching against wanted or missing persons in an 
attempt to uncover fraudulent applications (US Department of State 
2004:1,12).  

Most immigration departments also take fingerprints of the visitor to 
compare these to fingerprints in the database. If the system does not 
recognise the person’s fingerprint, it sends the prints electronically to an off-
site facility for further analysis by an experienced latent fingerprint 
examiner (Biometric Technology Today 2004:5). 

3.1.2 Advantages and disadvantages 
Biometric technology strengthened confidence in passports and visas, 
reduced fraudulent activity and continually assists in fighting terrorism. The 
inclusion of biometric data within passports will have three security 
benefits: 

•  immigration officers can verify whether the passport identifies the 
bearer sufficiently;  

•  the movements of travellers can be more easily tracked, enabling 
officers to identify those who breach the conditions of their visas; 
and  
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•  passports will be harder to forge (Biometric Technology Today 
2004:12). 

Proponents of human and civil rights have expressed apprehension 
that the increased security measures are part of an international attempt to 
keep track of people’s movements. In particular, they have concerns about 
facial recognition since it discloses a person’s ethnic and racial background. 
They also have reservations about the accuracy and reliability of the 
technology.  

Regarding passports containing biometric data, vendors have had a 
great deal of difficulty in incorporating the microchip into the pages of the 
passport. The main concerns are the possibility of illicit people attempting 
to read the information off the chip from a distance, and the compatibility of 
readers manufactured by different suppliers (Biometric Technology Today 
2005:2). 

3.1.3 Biometric implementations in travel and immigration worldwide 
The application of biometrics in the travel and immigration industry has vast 
ranges. The following countries employ biometric applications successfully:  

• Russia recently issued the first biometric passports for Russians 
travelling abroad. This passport includes a special photograph and a 
microchip for digital finger or retina prints (FindBiometrics 
2008d). More than 50 other countries have migrated to the use of 
biometric passports in the past three years (Wikipedia 2008d).  

• Singapore employed the LG IrisAccess technology to definitively 
authenticate visa holders and allow them to enter the country, 
introducing timesaving of over 2400 percent (FindBiometrics 
2008b).  

• In South Africa¸ IDTek was awarded a R250 000 contract by 
Airports Company SA (ACSA) to install Sagem's fingerprint 
biometric technology in the restricted personnel areas of OR 
Tambo International Airport. This application will enforce security 
and increase physical access control reliability (ITWeb 2006). 
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3.1.4 Summary 
Biometrics is an important step for governments to take to stay ahead of 
terrorists and other lawbreakers. In this industry, it is still in its infancy with 
many obstacles to overcome, but the results look promising so far, which 
bodes well for biometrics within the immigration environment. 

3.2 Healthcare Industry 
Errors in the medical profession could mean the difference between life and 
death. In the United States, approximately 115 000 deaths occur each year 
from misidentifying a patient (Schneider 2005:24). By implementing 
biometric technology, nurses can reduce this number significantly by 
checking a patient’s fingerprint before performing a surgical procedure.  

Another major issue within healthcare is fraud. It is common for 
multiple individuals to use the same medical aid card to receive health 
benefits, especially when the cards do not contain a photographic image of 
the insured person (Messmer 2004:17). With the implementation of 
biometrics, this kind of fraud would be greatly minimised. 

3.2.1 Application areas 
abroad often employ iris recognition scanning for system access control, 
ensuring that only authorised doctors and nurses can view confidential 
patient records. Additionally, these workstations can be fitted with 
proximity sensors so that if a user moves away from the terminal, the 
system will log the person out (Dalton 2004:12). Fingerprints are the most 
commonly used biometric identifier used within the healthcare industry, 
since most readers are able to read prints through grime (Schneider 
2005:24).  

Many hospitals traditionally had multiple systems, each requiring 
different logon credentials. Medical professionals needed to remember as 
many as six different passwords. In some cases, systems implemented single 
sign-on to solve this problem. The drawback of such a system would be that 
compromise of a single logon password compromises the entire system. 
Hence, using biometrics for authentication instead of a token or password is 
becoming very popular in the healthcare environment. Biometric technology 
is much more secure than tokens or passwords (Mansfield 2003:40). 
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3.2.2 Advantages and disadvantages  
Biometrics within the healthcare industry can improve the quality of 
healthcare, reduce medical errors and decrease healthcare costs (Schneider 
2005:22). It can also assist in providing an audit trail, by identifying which 
staff member supplied care as well as what type of care was provided to a 
patient (Beyond doors: Securing records with finger flick 2002). The main 
advantages of biometrics include the combating of fraud and abuse in health 
care entitlements programmes, the protection and proper management of 
confidential medical records, positive identification of patients, and securing 
medical facilities and equipment (Marohn 2006).  

Although fingerprint scanners are the most widely used biometric 
device used within the healthcare industry, this can be problematic in areas 
where staff are routinely required to wear gloves (Dalton 2004). These areas 
employs alternative, often more intrusive biometric technologies. 

3.2.3 Biometric Implementations in Healthcare Worldwide 
Biometrical implementations in health care have been successful in the 
following:  

• A hospital in New York and an ambulance service in Chicago have 
both implemented an ultrasound fingerprint scanner used during 
patient registration. This fingerprint is stored as part of the patient’s 
permanent record to ensure that only that person uses the medical 
aid card. The system has successfully expanded to control access to 
cabinets containing narcotics (Messmer 2004).  

• A common phenomenon is phantom billing, where health care 
providers bill for services never rendered. Texas addressed this 
problem by incorporating a biometric smart card-based program 
that requires both the medical providers and the recipients to 
authenticate themselves when checking in for service. This system 
greatly reduced hospital expenditures and improved program 
integrity (Marohn 2006).  

• In the aftermath of the Florida hurricanes in 2002, the USA 
initiated the e-Life-Card program. Individuals seeking medical care 
during the hurricanes experienced significant delays and lack of 
access to their medical information. The program allows first 
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responders to access critical information by using patients’ 
fingerprints as authenticator (Marohn 2006).  

• Poudre Valley Health System, Colorado, previously used PINs to 
control access to their newborn nurseries. However, many incidents 
of unauthorised persons gaining access to this highly restricted area 
occurred. The facility now uses hand geometry readers instead of 
PINs (Reynolds 2004:16).  

• Australia introduced the MethaDose program, employing iris 
recognition technology to support the treatment of heroin addicts. 
The program registers patients to detect duplicate enrolees, and to 
enable authentication for patients that are unable to claim their 
identity coherently. Registration includes personal information 
such as name, biometric data, permitted dosage, last and next 
scheduled dosage, all stored on a central database. The Netherlands 
launched a similar program to automate and control distribution of 
vaccines during epidemics (Marohn 2006). 

3.2.4 Summary 
It is clear that biometrics can be very beneficial to the medical industry by 
creating a more convenient working environment for staff, and reducing 
fraud and medical errors. 

3.3 Law Enforcement 
The legal implications and red tape of police departments accessing inter-
jurisdictional systems creates an ongoing problem in identifying and 
apprehending criminals. Additionally, perpetrators using multiple identities 
can fool traditional identification systems. If biometric features are used, 
law enforcement may have more success in this regard, linking multiple 
identities to a single person. In many regards, it may be beneficial for law 
enforcement agencies to share biometric data. 

3.3.1 Application areas 
The first recorded use of latent fingerprints as a means of identification is in 
14th century Persia (Wikipedia 2008a). Since then, police departments 
relied heavily on latent fingerprints and witness reports to identify people 
that were present at crime scenes. The Integrated Automatic Fingerprint 
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Identification Systems (IAFIS) is a database system maintained by die 
Federal Bureau of Investigation, using a one-to-many matching technology 
to match fingerprints to individuals. IAFIS contains fingerprint and criminal 
history information for over 47 million people (Patrick 2007).  

Since the 9/11 terrorist attacks, there has been major interest in the use 
of facial recognition software to identify terrorists and other wanted 
criminals in public areas such as airports, sports stadiums and correctional 
facilities. Some patrol cars in the United States were fitted with mobile 
facial recognition units, giving police officers the ability to verify a person’s 
identity within minutes. This is particularly useful when individuals claim 
they do not have any form of identification on their person. Law 
enforcement also uses iris recognition to improve efficiency and safety 
within correctional facilities (Zalud 2003:30). 

3.3.2 Advantages and disadvantages  
Biometrics has been invaluable as a unique identifying characteristic in 
determining when a suspect is using multiple identities or aliases (Biometric 
Technology Today 2005:12). Facial recognition has increased the speed and 
efficiency of the booking process at police stations, and aided in distributing 
images and information to other police departments, correctional facilities 
and sheriffs’ offices (Zalud 2003:31).  

A major disadvantage of biometrics is that civil liberties groups 
believe the use of cameras in public streets to constitute an infringement of 
privacy. They believe that law enforcement should not violate citizens’ 
rights unless they have legitimate cause to do so (Beckley 2004:16). They 
also question the reliability, effectiveness and correctness of results (Hudson 
2003:1) and that these systems could promote racial profiling. Additionally, 
the use of cameras in city streets has not been as valuable as anticipated 
since the technology is most effective when the subject is stationary, at close 
range and when the light is good (Winton 2004). This limits use of the 
technology, but future improvements should minimise these restrictions. 

3.3.3 Biometric Implementations in Law Enforcement Worldwide 
Following are examples of biometric implementations in law enforcement:  

• The American serial killer Ted Bundy bit Lisa Levy in her left 
buttock cheek during one of his attacks, leaving prominent bite 
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marks. A forensic expert positively matched plaster casts of 
Bundy’s teeth to photographs of Levy’s wound, leading in part to 
his conviction (Wikipedia 2008b). The accuracy of this method is 
highly criticised, since a study done by the American Board of 
Forensic Odontology revealed a 63% rate of false identifications 
(Wikipedia 2008c).  

• In Florida, police has deployed mobile facial recognition systems in 
patrol cars. In six months, police made 37 arrests that would not 
have been possible previously due to the perpetrator providing false 
or no identification (Biometric Technology Today 2005:12).  

• In the United Kingdom, police convicted Mark Gallagher in 1998 
of murdering a 94-year¬old woman. The main incriminating 
evidence was an ear print found on a window at the murdered 
woman’s home. The judicial system overturned this conviction in 
2004 when scientists pronounced the ear print evidence flawed, and 
DNA evidence incriminated another man for committing the crime 
(Graham-Rowe 2005). 

3.3.4 Summary 
Biometrics has assisted police departments and law enforcement agencies to 
capture criminals that they would not have been able to before 
implementing the technology. It appears that as biometrics becomes more 
affordable and flexible, biometrics within law enforcement will play a vital 
role. 

3.4 Banking 
Despite years of marketing and hype surrounding biometrics as the answer 
to all security problems, biometrics is taking off exceptionally slowly in 
banking environments (Bruno 2001). World wide financial institutions are 
slowly starting to implement biometrics. 

3.4.1 Application areas 
The type of biometrics banks should use depends on a variety of factors. 
Some biometrics, such as retina scanning, is highly accurate. Economically, 
however, retinal devices are not practical for securing a bank's ATMs, 
although it may be appropriate to use internally for vault access and 
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computer networks. A practical mass-market approach to biometrics for 
banks is devices that rely on existing infrastructure, such as cameras on 
ATMs (Bruno 2001).  

Millions of financial transactions are easily and securely processed 
using fingerprint technology. A variety of Sagem biometric-based services 
offer merchants a secure, low-cost payment form that reduces transaction 
fraud without sacrificing customer convenience (Law Enforcement 2005). 
Another popular use for banking biometrics is PassVault, made by Diebold. 
PassVault enables customers to access their safe-deposit box unassisted by 
bank personnel, by registering their hand or fingerprint scan when applying 
for a box. Customers enter a PIN and scan their handprint when they want to 
open the box (Bruce 2001).  

An important aspect of biometrics is privacy. To ensure the 
widespread acceptance and implementation of biometrics, it may be 
necessary to encrypt the retrieved biometric features. This ensures that 
someone cannot reconstruct an identifiable fingerprint from an encrypted 
finger scan stored in the database. Recent incomplete research shows a 
relationship between personality and the patterns of colours in the iris, 
igniting a widespread fear that using biometric systems may reveal private 
information about a person (Patrick 2007). 

3.4.2 Advantages and disadvantages  
The advantages of biometric systems in the banking environment are 
numerous, especially for developing countries with newly developing 
banking networks. These advantages include reducing the surplus of 
fiduciary money in circulation, and boosts and secures electronic fund 
transfers and clearing. For many people the most important benefit is 
ensuring that the right person receives the payment, preventing identity theft 
and subsequent fraud. Biometric systems also reduce the cost and risk of 
transporting funds. Developing banking services, and especially 
encouraging individual savings, can facilitate proper monthly expenditures 
(Philippe 2004).  

Biometrics can be very effective, but is not well suited for users who 
want to work on multiple machines or in different locations. Many people 
take work home to do after hours, but without a biometric reader at home, 
they cannot do their e-commerce transactions (Livewired Communications 
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2003). Another concern regarding biometrics is their reliability, largely due 
to media headlines negating the technology in the earliest days of public 
trials. The most practical disadvantage is the logistics: getting customers to 
come and register their details (Sturgeon 2005). 

3.4.3 Biometric implementations in banks worldwide 
Biometric implementation in banks has been successful at the following 
places: 

•  Banque Artesia, Amsterdam is using South African company 
Biometrics.co.za’s software to provide banking services to the oil 
industry in Rotterdam. These high-risk transactions include large 
sums of money, necessitating an easy to use system that can 
reliably identify clients before effecting electronic transactions 
(Burrows 2004).  

•  The Bank of Tokyo-Mitsubishi, Japan deploys a security system 
based on vein-pattern recognition at all its branches. The bank’s 
clients use smart Visa credit cards with the customer’s vein-pattern 
information stored on the card’s chip to validate their identity when 
using ATMs (Biometric Technology Today 2004).  

•  The United States Government Accountability Office reported that 
the Federal Emergency Management Agency have improperly 
disbursed more than R7 billion by not validating the identity of aid 
registrants in the wake of hurricanes Katrina and Rita. One 
individual received more than R1 million in aid, by registering 13 
times using different Social Security numbers (Patrick 2007). ISO 
published ISO 19092:2008 to increase the security of financial 
transactions over electronic media. This standard aims to ascertain 
security requirements for the implementation and management of 
state-of-the-art biometric identification technology within the 
financial industry (FindBiometrics 2008c). 

3.4.4 Summary 
It is crucial that all financial institutions should be as safe as possible. By 
implementing biometrics worldwide in banks, the country’s citizens can rest 
assured that the economy is safe and stable. A definite boost of confidence 
in banks is also noticeable. This is due to people who formerly refused to 
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open bank accounts because there was no foolproof security system in 
place. 

4 BIOMETRICS FOR SENIOR CITIZENS 
Senior citizens are generally not up to date with the latest technology trends. 
However, the use of biometrics in seniors’ life can ease many aspects, 
especially regarding pension allocation. 

4.1 Pensioners 
According to Joseph Atick, CEO and president of Identix, the public's 
privacy concerns are a bigger issue than that of cost. He mentioned that 
senior citizens were more open to biometric technology than the younger 
generation: they like not having to remember a PIN and want to ensure that 
their nest eggs are protected (Coogan 2004). 

4.1.1 Application areas 
Before biometrics made its debut in social welfare, accessing information 
regarding pension was time consuming and difficult. Senior citizens, who 
often have difficulty walking, had to go to the appropriate government 
office and wait in long queues, often in several different offices all over 
town. Senior citizens can now visit a single biometric kiosk to obtain the 
relevant information needed to receive pension benefits: databases from the 
National Institute of Social Security, the National Institute of Employment, 
the General Treasury of Social Security and the Social Institute for Sea 
Workers all connect to the system. To use the kiosks, senior citizens have to 
have a smart card with their name and an ID number, and enrol in the 
system by scanning either of the index fingers. This ensures that only the 
enrolled person can receive monetary benefits from the system. In cases of 
frailty or illness, the system can fingerprint a family member or friend to 
collect the allowance on behalf of the beneficiary (Gemplus Corporation 
2002). The system is also adapted to allow for payment of pensions via 
ATMs. Using these ATMs, pensioners can access their cash at any time, at 
the touch of a finger. They now do not need to carry large amounts of cash 
with them anymore and make them less vulnerable to thievery when 
travelling home (FindBiometrics 2004). 

Before the implementation of the biometric system, it was easy to 
obtain pension benefits illegally. If someone lost their ID card, an 
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unauthorised individual could use it to access the cardholder's medical 
records or pension benefits. The best way to protect against these types of 
incidents is to combine verification of both the card and the fingerprint 
(Pronko 1998).  

The ideal biometric system to implement for social welfare would 
involve digitised photographs and hand geometry stored in a central 
database. A plastic identity card with a magnetic strip will contain the 
photograph, the client’s analogue signature and date of birth, a selection of 
security features and a thumbprint. Authorised staff members at multiple 
sites will use data scanned from a person's hand to search the databank for 
matches and interface with the existing information systems (Davies 1994). 

4.1.2 Advantages and disadvantages  
The most outstanding benefits of biometric applications regarding social 
welfare industries are that pensioners receive their benefits in a faster, more 
convenient and secure way. The synergistic effect of offering welfare and 
pension payments through biometrics-equipped bank ATM networks offer 
many benefits. Government can reduce its cost and provide a more efficient 
and timely service to its constituents; financial institutions can increase the 
volume of transactions, whilst reducing the unit transaction costs; banks’ 
cumulative revenues can be increased by charging the government agencies 
for the service. Hopefully, in the long run the public at large can benefit 
from reduced taxes as a result of a more efficient government (Yanez & 
Gomez 2004).  

By implementing these social assistance cards with smart card 
technology, the biometric system adds inherent security features. The decent 
storage capability and the electronically readable format make the smart 
card the optimal solution to address the social welfare program’s major 
security, financial control and portability concerns (Gemplus Corporation 
2002). Disadvantages include that only government agencies may do 
capturing and storage of fingerprints for it to be considered legal (Yanez & 
Gomez 2004). 
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4.1.3 Biometric implementations regarding pension distribution 
worldwide 

• Spain's government incorporated biometric verification units with 
information kiosks to allow citizens to access personal information, 
pension and healthcare benefits. The 633 kiosks are located in 
different government offices in the Andalusia region of Spain, and 
will eventually be implemented nationwide (Pronko 1998).  

• South Africa’s government has had difficulty with the payout of 
pensions to the elderly, especially those in remote areas who often 
have limited mobility. In 2001, the government started doing 
pension payments through a mobile van distribution pay points as 
part of their plan to bring the government services closer to the 
people. HighTech Laboratories designed the system to use about 
500 vans, fitted with ATM-style machines and Identix BioTouch 
USB fingerprint readers (Identix 2004).  

• The Philippine Social Security System launched an identification 
card system in November 1998 to ensure that members, pensioners 
and dependants do not enrol using multiple identities (Breedt & 
Olivier 2004). 

4.1.4 Summary 
By introducing biometrics in the area of pension retrieving, the lives of the 
senior citizens become less complicated. The adoption of such 
implementations has been slow, but it has proved to be successful. 

5 CONCLUSION 
In No age discrimination for biometrics, we showed that biometrics applies 
to all facets of human life. The research focused on three distinct age genres, 
reviewing each area, as well as both successful and unsuccessful 
implementations. Many of the applications discussed under adult biometrics 
are applicable to both the younger and older generation, but falls favour to 
the most prominent category. For example, while children from primary 
school level upwards use a savings account, and retired people often put 
their pension in a bank account, usually adults make the most noteworthy 
financial decisions.  
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After examining the school environment, the immigration and 
healthcare industries, law enforcement, the banking environment and 
pension distribution, it is clear that the advantages far outweigh the 
disadvantages of using biometrics for security. The common advantages 
include increased security, reduced fraud, less administration problems 
created by forgotten passwords, easier employee auditing and logging and 
significant cost savings (QuestBiometrics 2005). In most cases, the most 
prominent disadvantage is user resistance, which will significantly lessen as 
the technology becomes more widely accepted. 
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ABSTRACT 

The protection of the intellectual investments embodied in databases is of 
the utmost importance. Technological innovation has rendered databases 
vulnerable to unauthorised access, reproduction, adaptation and publication.  

The copyright protection of databases is not always adequate to 
address the protection of non-original databases. Vast collections of data are 
thus vulnerable to information security threats. The European Union enacted 
a sui generis form of protection for non-original databases. A decade later   
a review of the first court decisions reveal paltry databases protection. The 
sui generis layer of IP protection in the EU has thus not led to innovation 
and growth in the European database industry. Courts' restrictions on the 
protection of "single-source databases" and the interpretation of the 
substantial investment requirement have contributed to the low level of 
database right adoption. The action of database owners against deep linking 
has proved to be much more effective than the database right. South Africa, 
as developing country, should devise its own strategies to cope with the 
proliferation of protectionism within the context of the widening digital 
divide. The database right seems to be "copy wrong" for now.    
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THE IP PROTECTION OF ELECTRONIC 
DATABASES: COPYRIGHT OR COPYWRONG? 

 

1 INTRODUCTION 
Electronic databases are collections of recorded data or information in an 
electronic or digital form. Databases form the core of information 
technology. Tremendous resources are often invested to assemble large 
quantities of information into databases. Still, the resulting products are 
vulnerable to piracy. Technological innovation has rendered databases 
vulnerable to unauthorised access, reproduction, adaptation and publication. 
The possibilities for the creation of recompiled and derived products are 
beyond the imagination, let alone the knowledge, of the original owner.1 It 
has been noted that, from an economic point of view, all electronic 
databases have two characteristics in common --- "they are costly to 
produce, but they are easy to reproduce or copy".2  

2 COPYRIGHT PROTECTION OF DATABASES  
Traditional principles of copyright law require a measure of originality in 
the selection or arrangement of data in a compilation, before it will attract 
copyright protection. Article 2(5) of the Berne Convention for the Protection 
of Literary and Artistic Works grants copyright protection to collections of 
literary or artistic works (such as encyclopaedias and anthologies) which, 
because of the selection and arrangement of their contents, constitute 
intellectual creations. This protection arises without prejudice to the 
copyright in each of the works forming part of such collections. Bare facts 
cannot be protected by copyright, but compilations of facts are within the 

                                                 
 
 
1 Brown, Bryan & Conley 'Database Protection in a Digital World' (1999) 6 Richmond 
Journal of Law & Technology 2. 
2 Nelson 'Recent Development: Seeking Refuge from a Technology Storm: The Current 
Status of Database Protection Legislation After the Sinking of the Collections of 
Information Anti-Piracy Act and the Second Circuit Affirmation of Matthew Bender & Co. 
v. West Publishing Co (1999) 6 Journal of Intellectual Property Law 453 at 455. 
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subject matter of copyright protection if these compilations constitute 
original works of authorship.  

Copyright protection has frequently been extended to compilations of 
non-copyright material because of the labour and skill involved in selecting 
and arranging the material. For example, protection has been granted to 
compilations such as a street directory;3 a list of stock-exchange prices;4 an 
alphabetical list of railway stations in a railway guide;5 a trade catalogue;6 a 
racing information service;7 chronological fixture lists of football clubs;8 a 
directory of telefax users;9 and a catalogue and price list.10   

Traditional copyright principles require a measure of originality or 
creativity in the selection or arrangement of data in a compilation, or other 
indications of creative authorship, for the compilation to attract copyright. 
The requirement of originality for copyright protection of compilations is 
interpreted differently in various legal systems. The United Kingdom and 
Commonwealth courts have favoured the "sweat -of-the-brow" approach to 
database protection.11 If an author has expended labour and skill in creating 
the work, it will enjoy copyright protection, notwithstanding the bland 
nature of the work. 

 

                                                 
 
 
3 See Kelly v Morris (1866) LR 1 Eq 697.  
4 See Exchange Telegraph Co Ltd v Gregory & Co [1896] 1 QB 147. 
5 See H Blacklock & Co Ltd v C Arthur Pearson Ltd [1915] 2 Ch 376. 
6 Purefoy Engineering Coy Ld & another v Sykes Boxall & Coy Ld & others (1955) 72 
RPC 89 (CA.  
7 See Portway Press Ld v Hague [1957] RPC 426. 
8 See Football League Ltd v Littlewoods Pools Ltd [1959] Ch 637.  
9 See Fax Directories (Pty) Ltd v SA Fax Listings CC 1990 (2) SA 164 (D. 
10 See Payen Components SA Ltd v Bovic CC & others 1995 (4) SA 441 (A. 
11 See Waterlow Publishers Ltd v Rose The Times 8 Dec 1989; Waterlow Publishers Ltd v 
Reed Information Services Ltd  The Times 11 Oct 1990 as quoted by Morton ‘Draft EC 
Directive on the Protection of Electronic Databases: Comfort After Feist’ (1992) 8 
Computer Law & Practice 38 at 39 n12; See also Cornish '1996 European Community 
Directive on Database Protection' (1996-1997) 21 Columbia-VLA Journal of Law & the 
Arts 1 at 2. 
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Under traditional German copyright principles, most factual databases 
do not qualify for copyright protection unless their "selection, accumulation 
and organization" has been the subject of expertise beyond that of the 
average programmer.12 In terms of French copyright law, which requires 
original works to reveal something of the author's own personality, and 
Dutch Copyright law, most compilations will not enjoy copyright 
protection13  

3 THE LEGAL PROTECTION OF DATABASES IN THE EU 
The European Union adopted a novel approach in the Council Directive on 
the Legal Protection of Databases14 after nearly eight years of deliberation. 
The Directive provides a two-tier form of protection. It strives to create a 
harmonised level of copyright protection for “original” databases.15 A novel 
“sui generis” right to protect investments in databases was also introduced.16 
Both rights differ in terms of requirements for protection, duration of rights, 
scope of protection, the exceptions or limitations that apply and the 
determination of the right holders (both natural and legal).17  

The Database Directive extends copyright protection to databases that 
constitute "the author's own intellectual creation" -- databases which 
evidence some measure of "originality" or "creativity" on the part of the 
author.18 Article 5 states that compilations of data or other material, in any 
form, which by reason of the selection or arrangement of their contents 
constitute intellectual creations, are protected as such. Article 5 adopts the 

                                                 
 
 
12 See Incassoprogramm decision of 9 May 1985 of the Federal Supreme Court; See also 
Pattison [1992] 4 European Intellectual Property Review 113 at 113-114) 
13 Van Dale v Romme Judgement of 4 January 1991 as quoted by Cornish (1996-1997) 21 
Columbia-VLA Journal of Law & the Arts; See also Pattison ‘The European Commission’s 
Proposal on the Protection of Computer Databases’ [1992] 4 European Intellectual 
Property Review 113 at 114 n12-13. 
14 See Council Directive 96/9 of 11 March 1996 On the Legal Protection of Databases 1996 
Official Journal (L 77) 20 (hereinafter the 'Database Directive')) 
15 See Articles 3-5. 
16 See Articles 7, 10 and 11. 
17 See Articles 6, 8, 9 and 15. 
18 See recital 15 and art 3(1). 
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approach of the American Supreme Court's decision in Feist Publications 
Inc v Rural Telephone Services Co19 in which it was held that only the 
selection or arrangement of a compilation of facts, and not the facts 
themselves, can be protected under copyright. The Database Directive 
rejected the traditional approach of the United Kingdom and Ireland and 
raised the threshold for copyright protection.20  

The approach chosen in the Directive was to harmonise the threshold 
of “originality”. Those “non-original” databases that did not meet the 
threshold would be protected by a newly created right. A high standard for 
originality, akin to that of droit d’auteur countries were adopted. This new 
standard of originality had the effect of protecting fewer databases by 
copyright (which was now limited to so-called “original” databases).21 
Those databases that fell below the originality bar, but which were created 
through substantial investment attained a “sui generis” form of protection.  

This database right prevents the extraction and reutilisation of the 
whole or a substantial part of the contents of a non-original database. While 
“original” databases require an element of “intellectual creation”, “non-
original” databases are protected as long as there has been “qualitatively or 
quantitatively a substantial investment in either the obtaining, verification or 
presentation of the contents” of a database.22 The “sui generis” right is a 
Community creation with no precedent in any international convention and 
no other jurisdiction has adopted the sui generis right. The distinction 
between “original” and “non-original” databases is alos unique to the 
European Union.23 

 

                                                 
 
 
19 499 US 340 (1991) at 344—348. 
20 See Brown, Bryan & Conley 1999 Richmond Journal of Law & Technology text at n 135. 
21 Commission of the European Communities "First Evaluation Of Directive 96/9/Ec On 
The Legal Protection Of Databases" DG Internal Market And Services Working Paper 12 
Dec 2005 available at 
http://ec.europa.eu/internal_market/copyright/docs/databases/evaluation_report_en.pdf 
(accessed 23 April 2008) (hereafter "EU First evaluation") at 3. 
22 Ibid. 
23 Idem at 4. 
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In essence, the Directive sought to create a legal framework that 
would establish the ground rules for the protection of a wide variety of 
databases in the information age. It did so by giving a high level of 
copyright protection to certain databases (“original” databases) and a new 
form of “sui generis” protection to those databases which were not 
“original” in the sense of the author's own intellectual creation (“non-
original” databases).24 The effect of the Database Directive has recently 
been evaluated.25 

All 25 Member States have transposed the Directive into national 
law.26 National jurisprudence evidences the adoption of a wide notion of the 
term “database”, embracing listings of telephone subscribers; compilations 
of case law and legislation; websites containing lists of classified 
advertisements; catalogues of various information and lists of headings of 
newspaper articles under its ambit. The European Court of Justice (ECJ) has 
also embraced a broad interpretation of the definition of “database” in the 
Directive.27  

                                                 
 
 
24 Idem at 3. 
25 Article 16 of the Database Directive requires the Commission to submit to the European 
Parliament, the Council and the European Economic and Social Committee a "report on the 
application of this Directive, in which, inter alia, on the basis of specific information 
supplied by the Member States, it shall examine the application of the sui generis right...this 
right has led to abuse of a dominant position or other interference with free competition 
which would justify appropriate measures being taken, including the establishment of non-
voluntary licensing arrangements. Where necessary, it shall submit proposals for 
adjustment of this Directive in line with developments in the area of databases”. 
26 EU First Evaluation at 4 notes that Germany, Sweden and the United Kingdom met the 
deadline of implementation (1 January 1998); Austria and France adopted laws during the 
course of 1998 whose provisions apply retro-actively from 1 January of the same year. 
Belgium, Denmark, Finland and Spain implemented in 1998; Italy and the Netherlands in 
1999; Greece and Portugal in 2000; Ireland and Luxembourg in 2001. Cyprus, the Czech 
Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia and Slovenia 
implemented between 1999 and 2003. The EEA countries (Iceland, Lichtenstein and 
Norway) have also implemented the Directive. 
27 See Case C-444/02 (Fixtures Marketing Ltd v. Organismos prognostikon agonon 
podosfairou AE -“OPAP”) n 20, 25. 
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4 CASE LAW IN THE EU 

4.1 Substantial investment 
The sui generis provisions of the Database Directive protect the contents of 
any non-copyrightable database that is the product of substantial investment 
in obtaining, verifying, or presenting the database's contents.28 There are no 
specific standards for determining the substantiality of an investment. The 
test is quantitative as well as qualitative in nature.29 The investment may 
concern the obtaining, verification, or presentation of the content.30 Not 
every compilation of information will be considered a "database" for the 
purpose of the sui generis right. To qualify for protection, a database must 
be "a collection of independent works, data or other materials arranged in a 
systematic or methodical way and individually accessible by electronic or 
other means".31 

The precise meaning of the term “substantial investment” as contained 
in Article 7 of the Directive has become the focal point of the textual 
ambiguities of the “sui generis” right. On the one hand, the cost of 
collecting and maintaining up-to-date information concerning several 
thousands of real estate properties was held to be a “substantial investment” 
by a district court of The Hague.32 On the other hand, the district court of 
Rotterdam regarded newspaper headlines as a mere “spin-off” of newspaper 
publishing and the court therefore held that it did not reflect a “substantial 
investment”.33 “Spin-off” databases are databases that are by-products of a 
main or principal activity. Where the database is a single source database it 
is normally regarded as a spin-off database. In certain Member States, 
notably the Netherlands, the “spin-off” theory forms a bar against “sui 
generis” protection for “spin-off” databases.34 

                                                 
 
 
28 See Recital 39 and art 7(1)). 
29 See Brown, Bryan & Conley op cit text at n150. 
30 See Cornish op cit at 8. 
31 See Brown, Bryan & Conley op cit text at n153. 
32 NVM v. De Telegraaf, judgment of 12 September 2000. 
33 Algemeen Dagblad a.o. v. Eureka, judgment of 22 August 2000. 
34 See EU First Evaluation at 12. 
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“Deep-linking” through search engines are another source of divergent 

case-law.  
A deep link is a special for of linking which enables the user to access 

content on an internal page of a web site, bypassing the home page of the 
web site.35 In some cases, the heading, the Internet address (URL) and a 
brief summary of a press article have been held not to constitute a 
substantial part of a database36 and the hyper linking of headings of press 
articles has been held not to infringe the owner's “sui generis” right.37 
However, in most cases the systematic bypassing of the homepage of the 
database maker (including banner advertisements) was found to be an 
infringement of the database maker's “sui generis” right.38  

A Danish court in Danish Newspaper Organization v Newsbooster39 
held so-called “deep linking” is a breach of copyright. The case was brought 
by the Danish Newspaper Organisation (DNO) against the Newsbooster 
service, which linked to articles on 28 of the plaintiff's news websites 
without going through their home pages. The court held that the newspaper 
articles were copyrightable works. The court held as follows: 

"The text collections of headlines and articles, which make up some 
Internet media, are thus found to constitute databases enjoying copyright 
protection pursuant to section 71 of the Danish Copyright Act. Under 
section 71(1) of the Act, the makers of the databases, i.e. the Principals, 
have the exclusive right protected by the said  provision."  

On liability for linking, the court held that by means of its search 
engine, Newsbooster offers its users regular relevant headlines with deep 
links to articles on Newsbooster’s website or in Newsbooster’s electronic 
                                                 
 
 
35 See Ebersöhn "Hyperlinking and deep-linking" Vol II part 2 Juta's Business Man's Law 
73-74. 
36 See High Regional Court Cologne, 27 October 2000; District Court Munich, 1 March 
2002 
37 See judgment by the German Federal Court of Justice, 18 July 2003 (“Paper Boy”). 
38 See "Berlin Online" – District Court Berlin 8 October 1998; "Süddeutsche Zeitung" – 
Landgericht Köln 2 December 1998. 
39 Danish Newspaper Publishers' Association v Newshooter.com; ApS Copenhagen Court, 
24 June 2002; Court Journal No F1-8703/2002. 
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newsletters. These links need to be supplemented and updated on a regular 
basis and consequently, Newsbooster’ s search engine needs to crawl the 
websites of the Internet media frequently for the purpose of registering 
headlines and establishing deep links in accordance with the search criteria 
defined by the users. As a result, Newsbooster repeatedly and systematically 
reproduces and publishes the Principals’ headlines and articles. 
Newsbooster has a commercial interest in this business and this activity is in 
conflict with section 71(2) of the Danish Copyright Act. 

The court ruled that Newsbooster is prohibited from offering a search 
service with deep links from the websites newsbooster.dk and 
newsbooster.com directly to the plaintiffs' news articles; reproducing and 
publishing headlines from the Internet versions of newspaper articles; 
distributing electronic newsletters with deep links directly to the newspaper 
articles; and reproducing and distributing headlines from the newspapers.40  
A similar ruling was made in Copiepresse v Google Inc.41 

Four cases concerning single-source databases of sports information in 
the areas of football and horseracing have been referred to the ECJ. The 
cases were referred from national courts in Greece, Finland, Sweden and the 
United Kingdom. The ECJ gave its judgments in these cases on 9 November 
2004.42 With respect to the extensive lists of runners and riders drawn up by 
the British Horseracing Board (the “BHB”) in its function as the governing 
body for the British horseracing industry, the ECJ simply stated that: 

                                                 
 
 
40 The quotations from the court's ruling were obtained from "Translation of pages 29 - 42 
of the ruling made by the Bailiff’s Court on 5 July 2002 at 
http://www.newsbooster.com/?pg’ judge&lan’ eng) accessed on 22 July 2007. 
41 Court of First Instance, Brussels, 5 September 2006. A copy of the decision is available 
at http://www.chillingeffects.org/international/notice.cgi?action=image_7796 (as at 9 Oct 
2006); Contra  Algemeen Dagblad BV et al v Eureka Internetdiensten 2000 District Court 
of Rottendam) discussed by Ebersöhn vol 11 Part II Juta's Business Law at 76. 
42 Cases C-46/02 (Fixtures Marketing Ltd v Oy Veikkaus Ab); C-203/02 (The British 
Horseracing Board Ltd and Others v William Hill Organisation Ltd); C-338/02 (Fixtures 
Marketing Limited v. AB Svenska Spel) and C-444/02 (Fixtures Marketing Ltd v. 
Organismos prognostikon agonon podosfairouAE -“OPAP”) available at www.curia.eu.int 
(accessed 23 April 2008). 
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“The resources used to draw up a list of horses in a race and to carry 
out checks in that connection do not constitute investment in the obtaining 
and verification of the contents of the database in which that list appears”  

4.2 Obtaining or creating data for database 
The ECJ thus distinguishes between the resources used in the “creation” of 
materials that make up the contents of a database and the obtaining of such 
data in order to assemble the contents of a database. Only the latter activity 
is protected under the “sui generis” right. This leaves little protection for 
bodies like the BHB, which “create” the data that makes up the contents of 
their database. Arguably, other industries like the publishers of directories, 
listings or maps, remain protected as long as they do not "create” their own 
data but obtain these data from others. The ECJ distinction between 
“creation” and obtaining of data means that sports bodies such as the BHB 
cannot claim that they obtained the data within the meaning of the 
Directive. Therefore, such bodies cannot license their own data to third 
parties.43 

While going against the Commission’s original intention of protecting 
“non-original” databases in a wide sense, the judgements have the merit of 
pointing to the serious difficulties raised by attempting to harmonise 
national laws by recourse to untested and ambiguous legal concepts 
(“qualitatively or quantitatively substantial investments in either the 
obtaining, verification or presentation of contents”). 

The ECJ’s judgment would probably apply to the databases created by 
broadcasting organisations for the purposes of scheduling programmes: they 
would not be able to assert a “sui generis” right in the contents of such 
databases. In addition, the European Court ruled that on-line betting 
activities on football matches and horse races carried out by betting 
companies such as Svenska Spel or William Hill was not infringing in 
nature. The Court noted that such use did not affect the whole or a 
substantial part of the contents of the plaintiffs’ databases, and they 

                                                 
 
 
43 Müller & Munz "Recent Case Law from Germany Concerning the Database Right" Vol 
12 (No 2) 2007 Communications Law at 70-71. 
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therefore did not prejudice the substantial investment of the latter in the 
creation of their databases.  

In British Horse Racing Board v. William Hill44 the British Court 
dismissed the BHB's arguments aimed at showing that its database was 
protectable by the “sui generis” right under Article 7(1) of the Directive. 
The court held that the scope of the “sui generis” protection does not include 
the “creation” of the underlying data.45 A soccer fixture list would usually 
not be protected under the “sui generis” right.   

5 THE POSITION OBTAINING IN SOUTH AFRICA 
In terms of section 1(1) of the Copyright Act46 the definition of a literary 
work includes tables and compilations, including tables and compilations of 
data stored or embodied in a computer or a medium used in conjunction 
with a computer. This clearly includes electronic databases. The South 
African legislature has thus opted for the protection of electronic databases 
as a form of compilation, which is a species of literary work.47  

Dean48 submits that under South African law an electronic database, 
like any other work, should be "original". No higher standard or level of 
creativity is required. As noted above, in US law, a minimal degree of 
creativity or so-called “creative spark” is required to satisfy the originality 
requirement. In South Africa, on the other hand, creativity is not required to 
make a work original – the so-called “sweat of the brow” is sufficient. The 
requirement of originality is satisfied solely by the fact that the contents of a 
                                                 
 
 
44 Case No: A3/2001/0632 The British Horseracing Board Limited; The Jockey Club; 
Weatherbys Group Limited and William Hill Organization Limited. 
45 For example, the national football bodies establish the annual “football calendar” by 
pairing the teams, setting up home and away matches. It comprises the basic activity of 
organising soccer tournaments, involves the “creation” of data. The collection and 
verification of the data in order to set up the fixture list is only a by-product of this basic 
activity, but the by-product requires relatively little investment. 
46 Act 98 of 1978 as amended by section 50(e) of the Intellectual Property Laws 
Amendment Act 38 of 1997. 
47 See Dean O. H. (2003). Handbook of South African Copyright Law (Revision service 11) 
Johannesburg, Juta & Co Ltd at 1-8 to 1-8A, 1-14. 
48 Dean Handbook at 1-8A. 
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particular compilation must have been independently collected through the 
author's own skills or labour, and not copied from another.49 In Haupt t/a 
Softcopy v Brewers Marketing Intelligence (Pty) Lt50d (supra) Streicher JA 
confirmed that, as our present Copyright Act originated from UK law, 
creativity is not a requirement for copyright in SA law. The court then 
confirmed the test for originality in SA copyright law to be as follows:  

“Save where specifically provided otherwise, a work is considered to 
be original if it has not been copied from an existing source and if its 
production required a substantial (or not trivial) degree of skill, judgment or 
labour.”51  

The "sweat of the brow" doctrine is still firmly entrenched in South 
African copyright law. 

Electronic databases were protected by copyright prior to the 1997 
Amendment Act, as the material embodiment requirement could be met by 
digital embodiment. The South African database owner is in an 
advantageous position: the originality requirement is set so low that both 
original and non-original databases qualify for protection. The Database 
Directive has not been an outstanding success and the repeal of the sui 
generis database right has even been proposed.52 International instruments 
are not likely to follow.  

Stone and Kernick53 note that a comprehensive database, which 
contains the entire universe of relevant data, may be commercially useful, 
but is not copyrightable, as "selection" requires the exercise of creative 
judgment in culling facts, and not using the relevant universe. In essence, 
this amounts to the protection of means to access information. Policy 
considerations underlying the regulation of access to information and access 
to knowledge should be heeded. It can never been seriously proposed that 

                                                 
 
 
49 See Waylite Diary CC v First National Bank Ltd.  
50 (2006) 4 SA 458 (SCA). 
51 Supra at 473A-B 
52  See conclusion to the EU First Evaluation. 
53 Stone & Kernick 'Protecting Databases: Copyright? We don’t Need No Stinkin' 
Copyright' (1999) 16 The Computer Lawyer  17. 
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information itself should be protected (except by the law regarding trade 
secrets).  

Information technology has become an indispensable development 
tool, and a crucial means of information and knowledge exchange.54 
Electronic databases are the tools that provide information about 
information; they are regarded as the new building blocks of knowledge.55 
Their importance cannot be too heavily underscored as they form the core of 
information technology and all information systems.56 The copyright 
protection of such comprehensive databases remains problematic.  

This may be especially problematic for digital databases such as those 
accessed through the Internet, since their very appeal is their all-
inclusiveness.57 Copyright law has emerged as one of the most forceful 
means of regulating the flow of ideas and knowledge-based products.58 “Sui 
generis” protection comes close to protecting data as property. There is a 
long-standing principle that copyright should not be extended to cover basic 
information or “raw” data. However, as evidenced by the ECJ’s 
differentiation between the “creation” of data and its obtaining demonstrate, 
the “sui generis” right comes precariously close to protecting basic 
information.59 

                                                 
 
 
54 Sun “Copyright law under siege: An inquiry into the legitimacy of copyright protection 
in the context of the global divide” 2005 (36) International Review of Industrial Property 
and Copyright Law 192. 
55 Pistorius “Copyright in the Information Age: The Catch-22 of Digital Technology” 2006 
(2) Critical Arts 47 at 54.  
56 Bastian 'Protection of ‘Noncreative’ Databases: Harmonization of United States, foreign 
and international law' (1999) 22 Boston College Environmental Affairs Law Review 425 at 
426; Lavenue 'Database rights and technical data rights: the expansion of intellectual 
property for the protection of databases' 38 (1997) Santa Clara L Rev 1. 
57 See Brown, Bryan & Conley Richmond Journal of Law & Technology, text at note 93.  
58 See Sun 2005 op cit IIC at 211. 
59 See Fieldhouse & Bolton "Copyright? Wrong! – Copyright protection of computer 
programs as literary works" 2003 Copyright World  22 at 25. 
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South Africa, as developing country, should devise its own strategies 
to cope with the proliferation of protectionism within the context of the 
widening digital divide.60   

6 EVALUATION OF THE VALUE OF THE DATABASE RIGHT 
Introduced to stimulate the production of databases in Europe, the “sui 
generis” protection has had no proven impact on the production of 
databases.61 Nevertheless, as the figures discussed below demonstrate, there 
has been a considerable growth in database production in the US, whereas, 
in the EU, the introduction of “sui generis” protection appears to have had 
the opposite effect. With respect to “non-original” databases, the assumption 
that more and more layers of IP protection means more innovation and 
growth appears not to hold up.62 

7 CONCLUSION 
It has been noted that there is a risk that national courts applying the 
European Court’s case law will conclude that relatively little of the 
investment in establishing a database appears to have been in collecting and 
verifying the information displayed on a website containing data on e.g. real 
estate or job advertisements.63 On the other hand, the ECJ's narrow 

                                                 
 
 
60 Pistorius "Developing Countries and Copyright in the Information Age – The Functional 
Equivalent Implementation of the WCT" 1-27 (2) Potchefstroom Electronic L. J. (2006) at: 
http://www.puk.ac.za/opencms/export/PUK/html/fakulteite/regte/per/issues/2006_2__Pistor
ius_art.pdf (accessed Feb. 28 2007). 
61 According to the Gale Directory of Databases, the number of EU-based database 
“entries” was 3095 in 2004 as compared to 3092 in 1998 when the first Member States had 
implemented the “sui generis” protection into national laws (EC First consultation at 20). It 
is noteworthy that the number of database “entries” dropped just as most of the EU-15 had 
implemented the Directive into national laws in 2001. In 2001, there were 4085 EU-based 
“entries” while in 2004 there were only 3095 (EU First consultation at 20). The “sui 
generis” right has helped Europe to catch up with the US in terms of investment but, at the 
same time, that the “sui generis” right did not help to significantly improve the global 
competitiveness of the European database sector. The data taken from the GDD reveal that 
the economic gap with the US has not been reduced (EC First consultation at 23). 
62 EU First Evaluation at 24. 
63 EU First Evaluation at 20. 
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interpretation of the “sui generis” protection for “non-original” databases 
where the data were “created” by the same entity as the entity that 
establishes the database would put to rest any fear of abuse of a dominant 
position that this entity would have on data and information it “created” 
itself (so-called “single-source” databases).64 

The interpretation of the ECJ may also allay the fear of those who 
believed that the Directive would lock up information otherwise publicly 
available, at least with respect to those databases which contain data 
“created” by the database maker himself.65 It is noteworthy that the ECJ and 
some national judges appear to fear that the balance between users and 
rightholders is inappropriate. Indeed, the interpretation adopted by the 
European Court may have been influenced by the concern that the “sui 
generis” right might otherwise significantly restrict access to information. 
Thus, for instance, the ECJ has ruled that the mere act of consultation of a 
database is not covered by the database maker’s exclusive rights.66  

 
As Brown, Bryan and Conley67 so eloquently put it:  
"Sweat equity is all that is left". 
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ABSTRACT 

The principle of information security safeguards is a key information 
principle contained in every privacy legislation measure, framework, and 
guideline. This principle requires data controllers to use an adequate level of 
safeguards before processing personal information. However, privacy 
literature neither explains what this adequate level is nor how to achieve it. 
Hence, a knowledge gap has been created between privacy advocates and 
data controllers. This paper takes a step to bridge the aforementioned 
knowledge gap by presenting an analysis of how data protection and privacy 
commissioners have evaluated the level of adequacy of security protection 
given to personal information in selected privacy invasive cases. This study 
addresses security measures used to protect personal information against 
accidental incidents. This analysis also lays a foundation for building a set 
of guidelines for data controllers on designing, implementing, and operating 
both technological and organizational measures used to protect personal 
information. 
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THE PRINCIPLE OF SECURITY SAFEGUARDS:   

ACCIDENTAL ACTIVITIES 

1 INTRODUCTION 
Privacy principles are the basic building blocks of privacy standards which 
include privacy directives, legislation measures, guidelines, frameworks and 
industry best practices. One of the key information privacy principles is 
information security safeguards. According to the Organisation for 
Economic Cooperation and Development (OECD), the principle of security 
safeguards states that “personal data should be protected by reasonable 
security safeguards against such risks as loss or unauthorized access, 
destruction, use, modification or disclosure of data”(OECD, 1980). The EU 
Directive 95/46/EC mentions this principle in Articles 17 and 25. Article 17 
prohibits the processing of personal information without providing an 
adequate level of protection for personal information and Article 25 
prohibits the transferring of personal information to a third country that does 
not have an adequate level of protection for personal information. Every 
year a significant number of complaints pertaining to the violation of this 
principle are received by privacy and data protection commissioners. For 
example, during the period of 2004-05, the Hong Kong privacy 
commissioner received 131 complaints; this amounts to 14% of the total 
cases (HG-Annual Report, 2006). This paper presents the measures 
suggested by privacy and data protection commissioners for the protection 
of personal information against accidental incidents. 

What does this principle state? Is it synonymous with information 
security? According to the explanatory notes of the OECD’s privacy 
guidelines (OECD, 1980), privacy and security are two different things. 
Information security focuses on providing confidentiality, availability, and 
integrity to informational assets of organizations. In contrast, the principle 
of security safeguards in information privacy focuses on achieving a 
“reasonable” or “adequate” level of protection, not “perfect” or “maximum” 
protection for personal information of natural persons. Natural persons 
include customers, employees, employers, and other stakeholders. 
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Personal information often falls into organizational information assets. 
However, personal information belongs to outsiders who have given their 
personal information to organizations for specific purposes and time period. 
Therefore, this author argues that extra care must be taken in respect to 
personal information. In order to provide better protection, there should be 
appropriate security standards. According to Iachello (2003), existing multi-
national and domestic security standards and best practices have not 
sufficiently covered information privacy aspects. 

Another conflicting aspect is that information security heavily focuses 
on protecting informational assets from external parties. However, reported 
cases have shown that a large number of information privacy threats are 
posted by insiders including organizations themselves (Muelle & 
Rannenberg, 1999). As a result of focusing heavily on outsider attacks, the 
current evaluation schemes do not provide adequate attention for 
multilateral security. In certain cases, it can be seen that information 
security and privacy lead to conflicting situations. For example, some 
information security requirements such as keeping backups in many 
locations or monitoring employees’ activities conflict with information 
privacy requirements. In addition to that, information privacy legislation 
measures give certain inalienable rights to data subjects such as accessing 
personal information and making corrections (Opinion 1/98, 1998). Unless 
data controllers take appropriate measures, exercising these rights threatens 
information assets. Another conflicting issue is that information security 
entails and eagerness to acquire more personal information, but legal 
privacy legislation measures prohibit excessive use of personal information. 
For instance, the use of fingerprints found on a student’s canteen was 
considered to be privacy invasive by the Swedish data protection 
commissioner. 

1.1 Advantage 

There is a dilemma that states technologists can not precisely understand 
what legal advocates and legislators say (Dempsey & Rubinstein, 2006). 
One aim of this study is to present legal privacy requirements imposed in 
the principle of security safeguards in an understandable manner to 
technologists. It is also expected that this will assist technologists to 
precisely understand their legal privacy obligations in designing and 
operating information systems. The main aim of this paper is to understand 
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the notions of ‘adequate’ or ‘reasonableness’ mentioned in privacy 
standards. This understanding is necessary for choosing appropriate 
organizational and technological measures for protecting personal 
information. 

1.2 Methodology 
Without defining what ‘adequate’ or ‘reasonable’ means in privacy 
legislation measures, competent bodies are given a mandate to decide 
whether a measure is adequate/reasonable or not. This paper followed the 
Common Law tradition, which analyzes and interprets previously given 
decisions and judgments by legal authorities in judging a present case. It is 
expected that analyzing and interpreting verdicts given by data protection 
and privacy commissioners sheds lights on understanding what an adequate 
or reasonable level is. There are cases that fall into one or more information 
privacy principles. The criterion used to identify whether a case relates to 
this principle is an allegation that an event occurred due to the lack of 
appropriate organizational and technological measures. 

1.3 Materials and Methods 
This study covers some national data protection legislation measures, 
regional directives, privacy guidelines, and frameworks introduced by 
leading privacy organizations and verdicts given by selected data protection 
and privacy commissioners. The studied directives, frameworks, and 
guidelines are Article 17 of EU Data Protection Directive 95/46/EC, 
Principle 7 of the Asia-Pacific Economic Cooperation (APEC) Privacy 
Framework (APEC, 2005), Section 16 of the APEC Privacy Charter 
(Greenleaf & Waters, 2003), Article 7 of the Council of Europe Convention 
for the Protection of Individuals with regard to Automatic Processing of 
Personal Data (CECPI/APPD) ¬Convention No 1981, the AICPA/CICA 
Privacy Framework (AICPA/CICA, 2004) introduced by the American 
Institute of Certified Public Accountants (AICPA), the Canadian Institute of 
Chartered Accountants (CICA), and OCED Privacy Guidelines on the 
Protection of Privacy and Transborder Flows of Personal Data (OECD, 
1980). The EU Directive and CECPI/APPD cover the whole Europe and 
APEC Privacy Framework Charter cover some Asia-Pacific countries while 
the OECD covers a large number of industrialized countries. The 
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AICPA/CICA Privacy Framework is the base for the ‘WebTrust’ web 
privacy seal, which is one of the leading online privacy seals.  

First, the principle of information security was analyzed and 
functional requirements imposed by the principle were identified. In this 
examination, six privacy directives, legislation measures, and frameworks 
were used. Second, verdicts given by data protection and privacy 
commissioners were scrutinized to identify underlying privacy threats. 
Based on the identified threat, a verdict was placed under one of the 
identified functional requirements derived in stage 1. Then, the 
recommended organizational or technological measures were identified and 
presented accordingly.  There are certain cases where the commissioners 
have not suggested protection measures. In those cases, appropriate 
measures are suggested to give a rough picture of possible solutions. 
However, these measures are not comprehensive. In addition, some 
expected privacy threats are given for cases where there is no involvement 
of ICT but may be interpreted similarly. 

1.4 Analysis 
Seven legal privacy threat categories were identified in analyzing the 
principles: accidental loss and disclosure, unauthorized access, use, 
destruction, alteration and disclosure. The criterion applied in differentiating 
accidental and unauthorized activities is discussed in Section 1.5.  

Table 1 shows the high-level requirements imposed in the principle. 
On the horizontal axis, high-level requirements are given under three 
categories: accidental, unauthorized, and others. The first category, 
accidental, covers all kinds of accidental privacy breaches which include 
access, use, destruction, loss, alterations, and disclosures. The second 
category covers unauthorized access, use, destruction, alterations, and 
disclosure. The last category covers any other kind of misuse. For example, 
the EU Directive 95/46/EC states that measures should be taken as a 
protection from all other unlawful forms of processing. The vertical axis 
provides the identification of the studied privacy literature (data protection 
directives, frameworks, charter, and guidelines). When a high-level 
requirement is explicitly mentioned in a given piece of literature, the 
corresponding box is marked with ‘Y’; otherwise, it is left blank. Cases 
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where high-level requirements are given in a similar term are presented with 
superscripts and discussed in the legend. 

Table 1: High-level requirements imposed in the principle of security of 
safeguards according to the studied international privacy literature. 

 
Superscripts stand for: Y1 accidental modification, Y2 misuse, Y3 

unauthorized modification, Y4 unlawful destruction and Y5 all other 
unlawful forms of processing. APEC Charter and APEC Privacy stand for 
the APEC Privacy Charter and the APEC Privacy Framework respectively. 

All studied literature emphasizes the accidental loss component of the 
principle. Only the European literature mentioned accidental destruction. 
The EU Directive mentions “alteration” without specifying whether it refers 
to accidental or unauthorized alteration. The predecessor of the APEC 
Privacy Framework, APEC Privacy Charter, specifically mentions 
accidental access, use, and disclosure. Taking the above points into account, 
the accidental threat category has been divided into accidental loss and 
destruction and accidental disclosure. 
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1.4.1 Factors affecting the adequate level of protection 
Legal privacy literature presents factors that affect adequate levels of 
protection. Table 2 presents the factors given in EU Directive 95/46/EC, the 
Canadian Personal Information Protection and Electronic Documents Act, 
the old Swedish Data Protection Ordinance, and the PISA (Privacy 
Incorporated Software Agents) project documentation. The old Swedish 
Data Protection Ordinance and the PISA documentation have defined 
privacy risk classification schemes based on these factors. 

Table 2: Factors affecting the level of reasonableness as defined in the 
principle of security safeguards 

 EU 
Directive  

Canadian 
Law  

PISA  Swedish 
Ordinance  

Nature of PI  Yes  Yes  Yes  Yes  
Cost factor  Yes     
State of the art  Yes     
Processing risk  Yes   Yes   
Amount of PI   Yes  Yes   
Distribution   Yes    
Format   Yes    
Storage method   Yes    
 
PI stands for personal information. According to Article 8 of the 

Directive 95/46/EC, sensitive data are racial or ethnic origin, political 
opinions, religious or philosophical beliefs, trade-union membership, health, 
and sex life. The Canadian Personal Information Protection and Electronic 
Documents Act (PIPEDA) states the sensitivity of personal data depends on 
the context. However, it gives medical records and income records as 
examples for sensitive personal data. According to privacy legislation 
measures, sensitive personal information should be given additional 
protection. 

Data protection legislation measures insist on taking organizational 
and technological measures to protect personal information, but they do not 
mention what those measures are.  However, Section 4.7.3 of the PIPEDA 
sheds lights on those measures. Instead of giving precise definitions, the act 
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gives some examples. Examples given for physical access are locked filing 
cabinets and restricted access to offices; organizational measures are 
security clearances and limiting access on a “need-to-know” basis; 
technological measure are the use of passwords and encryption. Based on 
the above, these measures can be explained. Organizational measures cover 
all administrative measures such as drafting policies, recruiting people, 
allocating resources, and providing training with special focus on data 
protection. Physical measures to cover access to office premise and 
locations where information system and personal information reside. 
Technological measures include all measures used to protect personal 
information and system based on data and software. 

1.4.2 Accidental and Unauthorized Activities 
Some privacy literature discusses accidental disclosure under the heading of 
unauthorized disclosure. However, there is a marginal gap between 
accidental and unauthorized activities. The criteria applied in this paper for 
distinguishing accidental activities from unauthorized activities are the 
intention and motive of parties involved. The violation of explicit 
instructions to follow certain procedures or not to perform certain activities 
falls into unauthorized activities. In addition to that, performing with the 
knowledge of the negative consequences that could result from an activity 
and deliberately neglecting to implement appropriate preventive measures 
come under the unauthorized category. Accidental activities are mainly due 
to human errors. Privacy invasive activities carried out with innocent mind 
and without knowing negative consequences fall into the accidental 
category. This distinction is important for designing and developing 
protection measures. 

2 ACCIDENTAL ACTIVITIES 
Accidental activities take two forms: accidental loss and accidental 

disclosure of personal information. Section 2.1 and Section 2.2 are 
dedicated to the accidental loss and the accidental disclosure of personal 
information respectively. 
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Figure 1: Accidental activities 

2.1 Accidental Destruction and Loss 
This sub-section discusses the accidental destruction of physical media and 
the accidental loss of physical media. In the former case, the physical device 
is with custody but data cannot be recovered. In the second case, the 
physical media is not in the custody. 

It is the duty of data controllers to take appropriate measures to protect 
physical devices from accidental destruction. This is very important in 
information privacy since data controllers are required to maintain up-to-
date personal information. This position is also stressed in Article 6 of the 
EU Directive 95/46/EC. The physical storage media range is from papers to 
cutting edge storage devices. The Australian privacy commissioner stated 
that the ACT Department of Corrective Services had not taken 
precautionary measures against deterioration of thermal papers (Privacy 
Commissioner Tenth Annual Report- Australia, 1998).  

There were no cases reported in the studied literature on accidental 
destruction of technological storage devices. However, all information 
security standards state the importance of protecting physical storage media 
from accidents. Common measures are taking backups and storing them in 
protected places.  

According to the OECD privacy guidelines, another cause for losing 
personal information is the loss of physical devices that contain personal 
information. The loss of physical devices takes two forms. One is revealing 
personal information contained in the media and the other one is the mere 
loss of physical media. Information privacy professionals are keen on the 
loss of physical media that may reveal personal information. For example, 
when it is very clear that the motive of a theft is the monitory value of the 
equipment and not the value of personal information contained therein, there 
is no information privacy threat. The Australian federal privacy 
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commissioner took a soft approach (Privacy Commissioner Ninth Annual 
Report-Australia, 1997) in a case where there was no evidence of accessing 
sensitive personal information contained in stolen hard drives. On the other 
hand, if there was a possibility of leaking personal information, the 
commissioners would have taken it seriously. A Hong Kong bank collected 
applications for credit cards together with copies of national identity cards 
on a public holiday. The officer responsible for handing over the collected 
documents to the bank accidentally left the collected forms and copies of 
identity cards behind on the bus while taking them home. The applicants 
complained to the Hong Kong privacy commissioner (HG-ar0304-7, 2004). 
The commissioner insisted that the bank take proper security safeguards in 
handling personal information. One of the proposed measures is handing 
over collected applications to the nearest, safest place.  

Media often reports stolen laptops that contain personal information. In 
a Canadian case, the commissioner suggested some precautionary measures 
that include implementing proper access control mechanisms and encrypting 
data (PIPEDA 289,2005). Some other organizational measures are to limit 
taking laptops containing personal information out of office premises, 
requiring a prior approval before taking the laptops out of the office, 
verifying the appropriateness of measures taken before granting approvals, 
and preventing employees from leaving laptops unattended, specially in 
vehicles where they can be seen. 

2.2 Accidental Disclosure 

It can be seen in the following section that causes for accidental disclosure 
are a lack of knowledge and awareness, human errors, carelessness, and 
negligence. The Canadian privacy commissioner has stated that it is a duty 
of data controllers to taka appropriate measures to prevent unauthorized 
disclosure resulting from employees’ mistakes. In taking preventive 
measures, the controllers have to take into account the sensitivity of 
personal information and the possibility of disclosure (PIPEDA 180, 2003). 
In addition to the above-mentioned points, all unexpected situations that 
lead to the disclosure of personal information are discussed in this sub 
section. 

In many cases, accidental disclosures take place when there is a 
transmission of personal information. Several cases have been reported on 
revealing personal information in the conventional postal mail system. This 
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is due to sending sensitive information in unsealed envelopes (PIPEDA-154, 
2001), sending mail to wrong recipients (PIPEDA-28, 2002), printing 
sensitive information on envelopes, and placing sensitive information in a 
visible manner through envelope windows (Settled case 9, 2003). The 
Lithuanian data protection commissioner has insisted on sending public 
utility service bills in sealed envelopes (WP-29, 2006). To guarantee all 
mail is properly sealed, the Canadian privacy commissioner suggested 
checking seals on outgoing message at an outside facility (PIPEDA 197, 
2003). Sending an email message is risky since an ordinary email message 
goes in a clear text format. The Dutch data protection commissioner has 
advised Dutch libraries to send encrypted email messages to their library 
members because this communication carries personal information, 
particularly preferences on library books (WP-29, 2006).  

Sending messages to unintended recipient is a serious issue. This is 
common in the case of facsimile communication. This is largely due to 
many people sharing a fax machine and not having a cover to conceal the 
content. In reported case in Hong Kong, a fax copy containing sensitive 
personal information was sent to a wrong fax number. The sender’s 
sensitive personal information was leaked since the message was collected 
by an unintended recipient (HG-ar0102-5, 2001). This case highlights the 
importance of dialling the correct number of the receiving fax machine. A 
Canadian employee alleged that his employer had intercepted and read a fax 
receipt. After the inquiry, the privacy commissioner appreciated the 
guidelines given for fax users on the company’s internal web site. It advised 
fax users to make sure not to leave the document in the sending fax machine 
and not to send fax messages to unattended fax machines (PIPEDA 251, 
2003).  

Today, email is the most common means of communication. It is 
empowered with a number of new features that are not available through 
conventional communication means. Some features are mail forwarding, 
replying, and forwarding to multiple recipients. A company sent an email to 
618 recipients about a photography contest. Since all mail recipients’ 
addresses were placed in the “to” field, everyone got to know other 
members in the programme. The company was instructed to create a group 
email address for all recipients and send mails to that group email address 
instead of putting all email address in the “to” field (PIPEDA 277,2003). In 
this case, only the group email address appears. Other possible 
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vulnerabilities are forwarding to the wrong email addresses, forwarding 
without deleting sensitive personal information, and placing sensitive 
personal information in the “subject” field. The latter is especially 
concerning because the content of the subject field never gets encrypted 
even in encrypted email messages. Care must be taken in sending electronic 
documents since it is possible to include personal information in a hidden 
manner.  

There is a possibility of sending an email message to a wrong recipient. 
It was reported that an email address was assigned to two persons at 
different times. In this case the parties, who knew the previous email holder, 
were not informed about the subsequent change. Without knowing the 
change of holders, an email message containing personal information was 
sent. This message went to the second owner who was not the intended 
receiver. Consequently, the sender’s personal information was revealed 
(Computable, 2007). The Italian data protection authority has insisted that 
police authorities use digital identities of recipients (WP-29, 2006). In 
addition to that, the double verification system suggested by the Canadian 
privacy commissioner for the postal mail system (PIPEDA 28, 2002) 
provides protection from sending email messages to unintended recipients.  

Revealing previous users’ information is another threat to information 
privacy. This could happen due to the improper design of data collecting 
and recording procedures and technological vulnerabilities. One means of 
collecting users/visitors information is asking them to fill out a row in a 
registry. In such a data collecting system, there is a possibility of revealing 
previous users’ information. This issue is highlighted in a Canadian case 
(PIPEDA 304, 2005). In this case, visitors were asked to write their names 
at the entrance to a movie theatre. The Canadian privacy commissioner 
ruled out this procedure since it led visitors to notice the previous users’ 
information and asked the movie theatre to give each visitor a form to write 
down particulars. It seems this problem was solved in the electronic data 
collecting system. However, there are some reported cases where this 
problem occurred in a different manner due to the lack of awareness, poor 
designing of information systems, and negligence. For example, it can be 
seen that many users leave their computers, web browsers, and sensitive 
accounts such as email accounts, bank accounts open without properly 
logging off. Some users are not aware of threats and others simply ignore 
this for convenience. Leaving without proper logging off is a problem in 
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publicly accessible computers, particularly machines in cyber cafes. 
Possible means of overcoming this problem is proper awareness campaigns 
and trainings on possible threats and protection measures. Proper design of 
technological solutions could solve these kinds of vulnerabilities to a great 
extent.  

Even though there are decisions that state it is not necessary to send 
registered mail (PIPEDA 43, 2002), the Australian privacy commissioner 
insisted on getting signatures on a delivery receipt (J v Superannuation 
Provider, 2006). Therefore, it can be expected that getting an email delivery 
report would give a kind of guarantee that the message was been delivered 
to the intended recipient. However, there is a possibility of sending an 
acknowledgement by a third party.  

Another identified information privacy threat is using collected personal 
information for training, educational, and promotional campaigns. Unless 
the collected personal information is carefully scrutinized and de-identified, 
it poses threats to data subjects. A company developed a case study based 
on the facts collected from a couple for marketing purposes. In the process 
of building the marking plan, some identifiable information was not taken 
off. Subsequently, the couple realized their personal information was 
contained in the marketing plan. They then complained to the privacy 
commissioner. In the inquiry, the company admitted its mistakes and 
promised to take precautionary measures. One of those measures is not to 
build further marketing plans based on particulars of customers 
(NZPrivCmr2-26280, 2002). A possible threat in the digital world is using 
databases containing personal information for educational, training, and 
testing purposes.  

Another important area is providing access to data repositories that 
contain personal information to IT service agencies. It is the responsibility 
of the principle, not the agency, to protect personal information 
(PrivCmrNZ6-2663, 1994). Outsourcing business processes that contain 
personal information is a serious threat. It is suggested to have strict 
contractual terms with data processors. According to Article 16 and 25 of 
EU Directive 95/46/EC, sending personal information without having a 
proper contractual term with data processors is prohibited.  

Some reported cases highlight the limitation of technological systems. 
An erroneous match took place since a mother and her son have the same 
initials in addition to surname and address. This erroneous matching 
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disclosed the son’s personal information. Thereafter, the company decided 
to put the son’s name to a manual monitor list where an employee checked 
the entries manually each month (PIPEDA 150, 2003).  

Taking proper administrative measures is essential for protecting 
personal information from accidental disclosures. Some recommended 
measures are having a close place to deal with customers (PIPEDA 
237,2003), having working desks with raised barriers at chest level to 
prevents seeing personal information and instructing employees not to speak 
loudly (PIPEDA 245, 2003). It is also essential to follow proper security 
procedures when discarding personal information. In one case, personal 
information of a worker was revealed because the organization had failed to 
follow proper procedures in discarding binders. The investigation showed 
the limitations of security procedures (PIPEDA 228, 2003).  

Not only organizations but also data subjects have a duty to help keep 
data subjects’ personal information secure. Some times, data subjects put 
their personal information at risk by failing to follow given security 
procedures. In a Canadian case, a worker accompanied her co-worker to a 
clinic’s reception area and later alleged that the receptionist disclosed her 
personal information to the accompanied co-worker. The commissioner 
turned down the complaint since the clinic had followed proper security 
procedures (PIPEDA 237, 2003). Another case was turned down since a 
user had chosen her mother’s maiden name for her password despite the 
instruction given to her not to choose an easy-to-guess password (PIPEDA 
315, 2003). 

3 DISCUSSION 

This study presented an analysis of decisions given on the principle of 
security safeguards, particularly accidental incidents by data protection and 
privacy commissioners. It covered the Ninth Annual Report of the Article 
29 Working Party on Data Protection and decisions published online by the 
Canadian, Hong Kong, New Zealand, and Australian privacy 
commissioners. This study shed light on how to understand the legal privacy 
obligations of data controllers in case of accidental incidents. Furthermore, 
it presented some implementation details of technological measures and 
appropriate organizational measures for managing technological measures. 

Unlike existing privacy frameworks, best practices, and guidelines, the 
recommendations presented in this paper are meant to have legally binding 
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effects. This is because these guidelines were derived from verdicts given 
by data protection and privacy commissioners along with other legally 
competent tribunals. Therefore, it can reasonably be said these guidelines 
are mandatory legal privacy requirements. However it should not be 
expected that these guidelines have the same level of legally binding effects 
in all jurisdictions as there is no universal harmonized data protection 
regime. Because all of the studied verdicts were geared toward protecting 
personal information, it can reasonably be claimed that adhering to 
measures presented in this paper will contribute to the enhancement of 
information privacy. 

4 REFERENCES 
1 [AICPA/CICA ] Assurance Services Executive Committee of the AICPA 
and the Assurance Services Development Board of the CICA. (2004). 
AICPA/CICA Privacy Framework. New York: Author. 
2 APEC. (2005). APEC Privacy Framework -APEC Secretariat-. Retrieved 
November 30, 2007, from www.apec.org.  
3 Computable. (2007). Online identiteit gestolen- 19th of October- 
Computable. Retrieved November 30, 2007, from 
www.computable.nl/nieuws.  
4 Dempsey, J. X., & Rubinstein, I. (2006). Guest Editors' Introduction: 
Lawyers and Technologists-Joined at the Hip? IEEE Security and Privacy, 
4(3), 15-19.  
5 GH-2004005. (2004). Senders of information through fax: must ensure no 
unauthorized or accidental access to the information by unrelated parties. 
Retrieved November 30, 2007, from  
http://www.pcpd.org.hk/english/casenotes/  
6 Greenleaf, G., & Waters, N. (2003). The Asia-Pacific Privacy Charter 
Retrieved November 30, 2007, from 
http://www.worldlii.org/int/other/PrivLRes/2003/1.html#Heading1  
7 HG-Annual Report. (2006). Personal DataAnnual Report 2004-05 
Retrieved November 30, 2007, from 
http://www.pcpd.org.hk/english/publications/annualreport2005_4.html  
8 HG-ar0102-5. (2001). Wrongful transmission of subscribers' personal data 
by fax. Retrieved November 30, 2007, from 
www1.pco.org.hk/textonly/english/casenotes/case_complaint2.php?id=156 
9 HG-ar0304-7. (2004).  Retrieved November 30, 2007, from 

The Principle of Security Safeguards: Accidental Activities

95



 

www1.pco.org.hk/textonly/english/casenotes/case_complaint2.php?id=202 
10 Iachello, G. (2003). Protecting Personal Data: Can IT Security 
Management Standards Help? In Proceedings of the 19th Annual Computer 
Security Applications Conference (Vol. 8, pp. 266 - 275). Washington, DC: 
IEEE Computer Society.  
11 J v Superannuation Provider. (2006). Improper disclosure of personal 
information and failure to take reasonable steps to protect, and correct 
personal information. Retrieved November 17, 2007, from 
www.privacy.gov.au/act/casenotes/2005.html  
12 Muelle, G., & Rannenberg, K. (1999). IT Security and Multilateral 
Security In K. Rannenberg,  
A. Pfitzmann & G. Müller(Eds.) Multilateral Security in Communications. 
Boston, MA: Addison¬Wesley-Longman.  
13 NZPrivCmr2-26280. (2002). Clients object to their financial report being 
used for marketing purposes by life assurance company. Retrieved 
November 30, 2007, from  
http://www.privacy.org.nz/library/  
14 OECD. (1980). OECD Guidlines on the protection of Privacy and 
Transborder Flows of Personal Data. from http://www.oecd.org/document 
/20/0,2340,en_2649_201185_15589524_1_1_1_1,00.html  
15 Opinion 1/98. (1998). Platform for Privacy Preferences (P3P) and the 
Open Profiling Standard (OPS). Retrieved September 04, 2007, from  
http://ec.europa.eu/justice_home/fsj/privacy/workinggroup/wpdocs/2007_en
.htm  
16 PIPEDA-154 (2001). Couple dismayed at receiving unsealed envelope 
from bank. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/cf-dc_030415_1_e.asp  
17 PIPEDA 43 (2002). Credit card fraud victim questions bank's use of first-
class mail as privacy safeguard. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/  
18 PIPEDA 150 (2003). Credit agency accused of improper disclosure of 
personal information. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/ cf-dc_030411_2_e.asp  
19 PIPEDA 180 (2003). Bank uses tape-recording of customer's call for 
unidentified training purpose; connects another customer to the recording. 
Retrieved November 30, 2007, from http://www.privcom.gc.ca/cf-dc/2003/ 
cf-dc_030710_02_e.asp  

Proceedings of ISSA 2008

96



 

20 PIPEDA 197 (2003). Individual alleged bank sent personal information 
in unsealed envelopes. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/ cf-dc_030801_02_e.asp  
21 PIPEDA 227 (2003). Mass mailout results in disclosure of contest 
entrants e-mail addresses. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/ cf-dc_040902_02_e.asp  
22 PIPEDA 228 (2003). A transportation company disclosed an employee's 
personal information without consent. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/ cf¬dc_031104_03_e.asp  
23 PIPEDA 237 (2003). Individual accuses employer of disclosing personal 
information to co¬workers. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/cf¬dc_031120_02_e.asp  
24 PIPEDA 245 (2003). Bank alleged to have unnecessarily collected and 
improperly disclosed personal information. Retrieved November 30, 2007, 
from http://www.privcom.gc.ca/cf-dc/2003/ cf-dc_031203_e.asp  
25 PIPEDA 251 (2003). A question of responsibility. Retrieved November 
30,2007,from http://www.privcom.gc.ca/cf-dc/2003/cf-dc_031212_04_e.asp 
26 PIPEDA 254 (2003). Daughter racks up long-distance charges; mom 
blames phone company. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2003/cf-dc_031223_e.asp  
26 PIPEDA 289 (2005). Stolen laptop engages bank's responsibility. 
Retrieved November 30, 2007, from http://www.privcom.gc.ca/cf-
dc/2005/289_050203_e.asp  
27 PIPEDA 304 (2005). Movie theatre chain strengthens personal 
information handling practices. Retrieved November 30, 2007, from 
http://www.privcom.gc.ca/cf-dc/2005/304_20050607_e.asp  
28 PIPEDA 315 (2005). Web-centred company's safeguards and handling of 
access request and privacy complaint questioned. Retrieved November 30, 
2007, from http://www.privcom.gc.ca/cf¬dc/2005/index2-5_e.asp  
29 PIPEDA_28 (2002). Bank sends customers' pay stubs to wrong party. 
Retrieved November 30, 2007, from http://www.privcom.gc.ca/cf-
dc/2002/cf-dc_020104_e.asp  
30 Privacy Commissioner Ninth Annual Report- Australia. (1997).  
Retrieved November 30, 2007, from 
http://www.privacy.gov.au/publications/97annrep.pdf  

The Principle of Security Safeguards: Accidental Activities

97



 

31 Privacy Commissioner Tenth Annual Report- Australia. (1998).  
Retrieved November 30, 2007, from 
http://www.privacy.gov.au/publications/98annrep.pdf  
32 PrivCmrNZ6-2663. (1994). Woman complains process server revealed 
debt details at old address Retrieved November 30, 2007, from 
http://www.privacy.org.nz/library/  
33 Settled case 9. (2003). Windows reveal too much information. Retrieved 
November 30, 2007, from 
http://www.privcom.gc.ca/ser/2004/s_040706_e.asp  
34 Waters, N., & Greenleaf, G. (2001). Privacy Law and Policy Reporter. 
Retrieved November 30, 2007, from 
http://www.austlii.org/au/journals/PLPR/2004/36.html  
35 WP-29. (2006). Ninth Annual Report of the Article 29 Working Party on 
Data Protection. Retrieved November 4, 2007, from  
http://ec.europa.eu/justice_home/fsj/privacy/workinggroup/wpdocs/2007_en
.htm 

Proceedings of ISSA 2008

98



  

COMPUTER MONITORING IN THE 21ST 

CENTURY WORKPLACE 

Prathiba Mahanamahewa 

Course Director: Faculty of Law, University of Colombo 
 

mahanamahewa@yahoo.com 
 

94 1 2716210 
 

Munidasa Kumaratunga Mawatha 
Colombo 03 

Sri Lanka 
 

ABSTRACT 

This paper attempts to lay the foundation for future research into an area 
that has been called the “hottest workplace privacy topic of the next 
decade.” The existing empirical studies and the literature reviewed of this 
area suggest that the latest intrusive monitoring technologies which have 
been introduced to the current workplace has undoubtedly created an 
unwanted and unexpected imbalance and developed a wide gap in the 21st 
century employer/employee relationship. The paper argues for the 
introduction of Privacy enhancing technologies empowered with legal 
instruments in protection of workplace privacy. In addition, the paper is of 
the view that employees’ awareness and training on workplace privacy 
policy developments are decisive factors to achieve this objective and this in 
turn creates trust and confidence and beneficial to both employees and 
employers in the current workplace. The paper proposes a contractarian 
framework to protect employers’ interests and employees’ on-line rights. 

This paper suggests that employees’ views and opinions are more 
important in computer monitoring to develop a privacy policy in the 
workplace. To attain these objectives an empirical survey was conducted in 
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five government sector organizations in Sri Lanka to gather factual 
information and to examine attitudes, beliefs and opinions on computer 
monitoring. The results of the study could be used as guide for policy-
makers and for legislatures involved in drafting privacy legislation, and 
associated policies relevant to the workplace. 
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COMPUTER MONITORING IN THE 21ST 

CENTURY WORKPLACE 

1 INTRODUCTION 
It is no secret that governments worldwide are going “online” (i.e., 
accessing the Internet and establishing Web sites) at a very rapid rate. The 
United States leads all countries with most of their agencies online. Canada 
and Australia online agencies follow the United States. In Sri Lanka, the 
government embarked on an ambitious program that established e-mail and 
Internet in all government sector organisations under the guise of World 
Bank in 2003. Under this project public sector employees are equipped with 
a computer and wide access to e-mail and Internet in the workplace. This 
transformation of workplace to on-line environment has raised numerous 
privacy related questions for both employers and the employees. In 
particular, the issue of e-mail and Internet usage and employee monitoring 
in the workplace is a significant matter. It was demonstrated here that many 
countries around the world are competing rapidly to maintain a policy to 
govern this issue in respect of employee privacy in the workplace. Finding 
the balance point for many public managers means developing, 
implementing, and enforcing an acceptable use policy for the e-mail and 
Internet. But what are the key components of such a policy? How and why 
do the components vary from organisation to organisation? This paper 
analyses the issue of electronic surveillance in the workplace and its impact 
on employee privacy rights. This paper will commence with a discussion of 
E-government and its various stations and in particular its implementation in 
Sri Lanka. It will then consider the information privacy as a human right in 
international and regional instruments. This will be followed by an 
evaluation of the regulatory framework for protection of privacy in United 
Kingdom and Sri Lanka. Finally it highlights the importance of an e-policy 
in an organisation to balance the competing interests of employer and 
employee. 

Computer Monitoring in the 21st Century Workplace

101



  

2 E-GOVERNMENT 
E-Government initiatives can be seen to operate at various levels 
(O’Flaherty, 2000). The first level comprises simple government to citizen 
communication through which government information such as reports, 
policy documents, legislation and case law is made available direct to the 
public through electronic means. In the second stage, citizen to government 
communication becomes possible allowing citizens to make electronic 
submissions concerning government proposals for example or to provide 
government agencies with new information about themselves, such as 
change of address, by electronic means. Third-level services facilitate more 
complex interactive transactions. These often involve legally binding 
procedures and/or online payments. Examples of such transactions include 
voter and motor vehicle registration or the submission of formal objections 
to applications for building permits. Fourth level services focus on the 
delivery of access to a wide range of government services across a whole 
government administration through a single contact point. At the fifth stage, 
yet to be fully realized in practice, government applications become 
intertwined with commercial applications and users are facilitated in 
building their own interfaces designed around their personal interactions 
with both government services and commercial entities. 

3 INTERNET USAGE AND ELECTRONIC PRIVACY 
There are four primary categories of Internet usage: sending and receiving 
electronic mail (Known as e-mail), accessing and posting documents on the 
World Wide Web, sending and retrieving computer files (known as file 
transfer protocol or FTP),and joining electronic discussion groups (such as 
news groups, listservs, and Internet relay chat groups).  E-mail is the most 
widely used Internet service, although many users are active in all 
categories. In general the workplace presents a unique arena for privacy 
analysis. Two competing interests exist in the employment context: the 
employer’s right to conduct business in a self-determined manner is 
matched by the employee’s privacy interests or the right to be let alone. 

For managers, monitoring is necessary. It is argued that workplace e-
mail and Internet monitoring are the most effective means to ensure a safe 
and secure working environment and to protect employees. In addition, 
some contend that monitoring may boost efficiency, productivity and 
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customer service and allows more accuracy to evaluate performance 
(DeTienne, 1993; Sipior and Ward, 1995; Orthmann, 1998; Sipior et al., 
1998). The impact of monitoring of these workplace relationships is the 
focus of this thesis. If used reasonably it may enhance efficiency without 
“trenching on” employees rights.  

However, critics of monitoring point to research evidencing a link 
between monitoring and psychological and physical health problems, 
increased boredom, high tension, extreme anxiety, depression, anger, serve 
fatigue and musculoskeletal problems (Amick and Smith 1992; Kidwell and 
Bennett, 1994; Chalykoff and Kochan, 1989; OTA, 1987; Working Women 
Education Fund 9to5, 1990; Stanton, 2000). More seriously, critics point to 
violations of their fundamental right to privacy (Stone et al., 1983; 
Bylinsky, 1991; Culnan, 1993; Smith, 1993; Vest et al., 1995; Alge, 2001). 
Unless an acceptable remedy is soon found, workplace productivity may 
rapidly deteriorate and employee morale may disintegrate. 

4 INFORMATION PRIVACY AS A HUMAN RIGHT 

4.1 International Instruments 
The most significant international human rights instrument is that of 

the Universal Declaration of Human Rights of 1948 (UDHR). Its provisions 
which deal expressly with privacy are set out in article 12, which states: 

No one shall be subjected to arbitrary interference with his privacy, 
family, home or correspondence, nor to attacks upon his honour and 
reputation. Everyone has the right to the protection of the law against 
such interference or attacks.   

In almost identical terms, article 17 of the International Covenant on Civil 
and Political Rights, 1966 (ICCPR) provides that: 

No one shall be subjected to arbitrary or unlawful interference with 
his privacy, family, home correspondence, nor to unlawful attacks 
upon his honour and reputation. 

Everyone has the right to the protection of the law against such interference 
or attacks. 

4.2 Regional Instruments 
Whereas the above provisions are framed essentially in terms of a 
prohibition on “interference with privacy”, the equivalent provisions of 
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article 8 of the European Convention on Human Rights, 1950  (ECHR) are 
phrased in terms of a right to “respect for private life”: 

Everyone has the right to respect for his private and family life, his 
home and correspondence.  
 
There shall be no interference by a public authority with the exercise 
of this right except such as is in accordance with the law and is 
necessary in a democratic society in the interests of national security, 
public safety or the economic well-being of the country, for the 
prevention of disorder or crime, for the protection of health or morals, 
or for the protection of the rights and freedoms of others.   

The Charter of Fundamental Rights of the European, 2000 Union reaffirms 
the recognition of fundamental rights in the context of EU. Article 7 of the 
Charter states that 

Everyone has the right to respect for his or her private and family life, 
home and communication.   

Article 8 of the Charter states that 

1. Everyone has the right to the protection of personal data concerning 
him or her. 

2. Such data must be processed fairly for specified purposes and on 
the basis for the consent of the person concerned or some other 
legitimate basis laid down by law. Everyone has the right of access 
to data which has been collected concerning him or her, and the 
right to have it rectified. 

3. Compliance with these rules shall be subject to control by an 
independent authority.   

  The intention of the drafters of this article was to follow the 
traditional wording of article 8 (ECHR) while at the same time adapting the 
former to modern developments and technological change. This was done 
by replacing the term ‘correspondence’ (article 8, ECHR) with 
‘communications’. Article 7 guarantees protection against the intervention 
or interference of public authorities in the private sphere.     

Article 8 of the Charter recognises Data Protection as an innovative 
fundamental right. The Draft Treaty establishing a Constitution for Europe 
(‘European Constitution’), as proposed by the European Convention on the 
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Future of Europe reproduces article 7 of the Charter of Fundamental Rights 
under article 7 and article 8. Article 50 of the Draft Treaty is intended to 
establish a single legal basis for the protection of personal data, both for the 
protection of data which is processed by the European institutions. The 
protection of privacy may take on new meaning as a consequence of the 
Charter of Human Rights and the adoption of privacy provisions in a future 
European Constitution. Other than article 11 of the Inter-American 
Convention on Human Rights, the major regional human rights catalogue 
omits express protection for privacy or private life.  

These international and regional instruments recognise privacy as a 
fundamental human and civil right. If article 12 of the Universal Declaration 
of Human Rights is taken in conjunction with article 8 of the Convention for 
the protection of Human Rights and Fundamental Freedoms, as well as with 
the concepts outlined by international organisations and individual 
countries, a fairly clear and broad definition of privacy can be identified, 
setting a standard of privacy that clearly protects the individual. That which 
is private should be respected, only to be breached in the case of very 
clearly set criteria, a notion reinforced with the European Convention of 
human rights. It is against these fundamental codes and declarations of 
human rights that this consideration of e-Work and monitoring is set. All 
actors considered are clearly covered by the definition and should, therefore, 
be respectful of and compliance with the protection provided by them.  
Although electronic surveillance is yet to be considered under the ICCPR, it 
has been taken up under the equivalent privacy right (article 8) contained in 
the ECHR, as well as in the draft European Constitution. 

4.3 The Council of Europe and the Data Protection Directives 
The Council of Europe Convention for the Protection of Individuals with 
regard to Automatic Processing of Personal Data 1981 seeks to protect 
individual rights and freedoms. The convention is particularly relevant 
because it provides for a right to privacy.  In 1995, the European Union 
enacted the Data Protection Directive (95/46/EC) in order to harmonize 
member states’ laws in providing consistent levels.  The Directive provides 
for a basic or fundamental level of privacy that not only reinforces current 
data protection law, but also establishes a range of new rights. The twin 
objectives of the Directive expressed in Article 1 were: to protect the rights 
of individuals with respect to the processing of their personal data; and to 
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facilitate the free movement of personal data between member states. The 
first objective received much attention and it was the second that hold out 
the prospect of major economic benefit. The EU Directive (1995) is 
motivated by economic considerations, particularly the need to harmonise 
data privacy laws in the Union. However, the Directive also stresses the 
importance of fundamental human rights. The economic impact of the EU 
Directives has been far greater than any other instrument given its legal 
effect within the EU and its approach towards third countries. One of the 
fundamental economic objectives of the Directive was to enhance the free 
flow of data within the EU by removing barriers caused by internal borders.       

In 1997, the European Union supplemented the 1995 directive by 
introducing the Telecommunications Privacy Directive (97/66/EC). On June 
25, 2002 the European Union Council adopted the new privacy and 
Electronic Communication Directives (2002/58/EC). In the context of the 
spread of ICT at work and its associated risks, new concerns are arising in 
respect of the relationships between employers and employees to address 
these special issues related to workplace privacy.  The European 
Commission is due to enact a Directive on workplace data protection in 
2004 or 2005.  The next section analyses information privacy defined in 
agreements of International organisation. 

5 INTERNATIONAL ORGANISATIONS 

5.1 Organisation for Economic Cooperation and Development 
(OECD) 

In the late 1980s, the OECD issued a set of guidelines concerning the 
privacy of personal records. Although broad, the OECD guidelines set up 
important standards for future governmental privacy rules. Unsurprisingly, 
the organization had economic considerations in mind when it issued its 
guidelines.  These guidelines underpin most current international 
agreements, national laws, and self-regulatory policies, and are voluntary 
and address the collection limitation principle, purpose specification 
principle, use limitation principle, openness principle and accountability 
principle. Clarke (1988) argues that the expression of privacy guidelines 
was shown to have been motivated by the protection of business activities, 
rather than of peoples privacy. 
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The primary reference for  privacy protection  is located in the  OECD 
Guidelines on the Protection of Privacy and Transborder Flows of Personal 
Data in 1980 and Implementing the OECD ‘Privacy Guidelines’ in the 
Electronic Environment: Focus on the Internet’, Committee for Information, 
Computer and Communications Policy.  This instrument is a set of 
guidelines. It is not a convention; and it merely “recommends” that member 
countries consider the principles into their domestic legislation. Greenleaf 
(1996) contends that existing legislations having incorporated privacy 
guidelines do not provide sufficient protection against new monitoring 
technologies coupled with highly bureaucratic administrative practices. 

5.2 International Labour Organisation (ILO) 
The ILO has no convention to protect privacy but has adopted a Code of 
Practice on Protection of Workers Personal Data 1997, which covers general 
principles about protection of personal data and specific provisions 
regarding the collection, security, storage, use and communication of such 
data. Unlike other ILO instruments, the code is not legally binding like other 
international treaties. It provides employers and workers with the basis for 
rules to be designed by them. The code was intended to provide guidance in 
the development of legislation, regulations, collective agreements, work 
rules, policies and practical measures in the workplace. 

According to an ILO survey (ILO, 1993), workers in industrialized 
countries are gradually losing privacy in the workplace as technological 
advances allow employers to monitor nearly every facet of time on the job 
as a remedial measure and to protect employee privacy. The ILO 
introduced, therefore, guidelines on employee monitoring at the workplace. 
To further protect workplace privacy the ILO introduced a code of practice 
called the Protection of Worker’s Personal Data (1997). Its purpose is to 
provide guidance on the protection of workers personal data and is not as a 
binding force. The code does not replace national laws, regulations or other 
accepted standards. It can be used in the developments of legislation, 
regulations, collective agreements, work rules, policies and practical 
measures at enterprise level. According to the ILO Code, secret monitoring 
is permitted only if there is suspicion on reasonable grounds of criminal 
activity or other serious wrongdoing. The ILO recognises that workers 
rights to privacy should be treated as a fundamental human rights issue, but 
the new technology can pose dangers to privacy, even as it is improving all 
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of our lives. The ILO calls the problem the “chemistry of intrusion”, a 
combination of threats to informational privacy, increasing encroachments 
on physical privacy and increased physical surveillance.  

There is a certain consistency among these principal instruments. Each 
seeks to establish consistent rules to protect the recognized right to privacy 
in order to pre-empt incompatible national rules that would damage the 
economic benefits of free flow of information.   

It is now a quarter of a century since key data privacy instruments were 
adopted by the OECD (1980) and Council of Europe (1981). These were 
followed by the United Nations Guidelines (1990) and EU Directives 
(1995). Most of these instruments have had reviews of one or another sort. 
Nonetheless, there are people who wonder whether the various national 
laws, and these instruments, really achieve their objectives of protecting 
privacy and whether achieving the supposed benefits is worth the cost. The 
time to define the exact nature and extent of privacy protections is long 
overdue. Unless privacy is asserted as a human right, fundamental 
protections for individuals and institutions will decline leading to a 
breakdown of social and economic processes.   

The EU Directives requires that “Each member State shall provide that 
one or more public authorities are responsible for monitoring the application 
within its territory of provisions adopted by the Member states pursuant to 
the Directive” (EU 1995, Article 28.1). The OECD Guidelines fail to 
require the creation of privacy protection agency. However, the public 
expectation is that a specialist body will exist to supervise government 
agencies and corporations, and the OECD Guidelines fail to fulfil that 
expectation. The OECD Guidelines fail to specify the measures needed to 
ensure that privacy protection regime is achieved. The OECD Guidelines 
appear to be silent on this matter. They clearly need to be enhanced to 
require the privacy protection agency to make the maximum information 
available to the public, and to establish working relationships with privacy 
advocates and representatives of the public. Therefore, need to define a new 
the exact nature and extant of privacy protections. 

6 LEGISLATION TO PROTECT PRIVACY IN UNITED 
KINGDOM 

The UK does not have a written constitution. Nor, until recently, could it be 
said to recognize a generic concept of “constitutional rights”.  The Human 
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Rights Act 1998 (UK), which came into force on 2 October 2000, 
recognizes a right to privacy.  Article 8 has broad application, and provides 
a concrete right for individual at work.   In the absence of any widespread 
recognition of a common law tort of invasion of privacy, several British 
legislatures have attempted to create a statutory protection of privacy. 
Workplace privacy is regulated by two sets of legislations. Namely, the 
Regulation of Investigatory Powers Act 2000 (RIPA) and the Data 
Protection Act 1998 (DPA). The main purpose of the Regulation of 
Investigatory Powers Act (RIPA) 2000 is to ensure that the relevant 
investigatory powers are used in accordance with human rights. The data 
Protection Act 1998, designed to implement EC Directive 95/46 on personal 
data, came into effect in March 2000, and establishes a separate statutory 
regime which governs the “processing” of “personal data”. Therefore, even 
if employers obtain personal data as a result of an interception authorised 
under the Regulation of Investigatory Powers Act (or outside the scope of 
that Act), they must also ensure that they comply with requirements of the 
data Protection Act. 

7 IS THERE ANY LEGAL PROTECTION FOR DATA PRIVACY 
IN SRI LANKA? 

The concept of privacy is not clearly defined unlike the European Union, 
where most people seem to know what to expect, which makes the work of 
the judicial bodies easier as issues of interpretation are quickly settled. 
Conventionally, general privacy concerns have been addressed through the 
law of torts (breach of confidentiality, trespass and nuisance) and criminal 
law. Like many other Commonwealth countries the common law of Sri 
Lanka is based on principles of English law. In addition, some of the 
principles of law of contract are governed by Roman-Dutch law like in 
South Africa. The lack of a framework on data protection prevents e-
business from the European Union and affects Sri Lanka’s economy. 
Therefore, privacy norms and procedures are expected to arrive from the 
United Kingdom. 

Therefore, legislative measures or other measures, such as the 
adoption of “Codes of Practice”, embodying privacy principles would 
ensure workplace privacy protection on employees’ personal information. 
This would mean that Sri Lanka is in a similar position with the West. The 
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question remains whether these arrangements can meet the extra demands 
brought about by electronic communications.        

Information about an individual’s tastes and leisure activity has 
economic value, and the exchange of such information helps to grease the 
economy. Sri Lanka has never banned the sale of such data, despite the 
potential impact on privacy. There are, however, many different levels of 
legal protection for privacy when websites and e-commerce firms, without 
consent, use private information for commercial purposes. No 
comprehensive protection exists. In many countries there is a general law 
that governs the collection, use and dissemination of personal information 
by the public and private sectors. An oversight body then ensures 
compliance. This is the preferred model for most countries adopting data 
protection laws and was adopted by the EU to ensure compliance with its 
data protection regime. 

8 E-POLICIES 
Organisations without such policies run the risk of being sued for actions of 
an employee. Policies “create clear standards to prevent employment 
disputes and ensure consistent supervisory administration of employment 
relations”. The specific policy selected depends on the culture of the 
workplace, but most policies have common elements. 

The common policy components are: 
• Cautioning employee about the risks of using e-mail and the Internet. 
• Informing employees: 

- that e-mail is irretrievable 
- that Internet activities can be traced by third parties 
- of downloading procedures and the risk of viruses 
- of all prohibitions of inappropriate and illegal uses 
- that the employer can be held liable for activities of the 

employee, and 
- that their electronic actions can be so identified with the 

employer. 
• Include information designed to curtail employee conduct for which 

the company may be liable, namely: defamation, harassment, and 
discrimination; copyright and patent infringement. 

•  Establish limits on what may be downloaded from the Internet or 
exchanged via e-mail. 
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•  Remind users that text, graphics, and software that appear to be 
freely available on the Internet are often subject to intellectual 
property laws that limit copying, distribution, and use. 

•  Confidential Information 
•  Use technological means to prevent trade secret and confidential files 

from being transmitted. 
•  Mandate the use of encryption software or ban the transmission of 

sensitive information altogether. 
•  Create an approval and clearing policy for information to be 

published on the web 
•  Establish monitoring procedures and inform employees about the 

details of such monitoring 
•  If applicable, clarify that incidental personal use is a privilege, which 

can be revoked for abuse or excessive use. 

9 CONCLUSION 
It is well established that neither constitution nor statutory law addresses the 
new privacy issues associated with technology and the old common law 
does not clearly cover the area of privacy in question in Sri Lanka. 
Therefore a gap exists between the time when a new communication 
technology is created and the time when a statute is designed by state 
legislature to cover the new technology. This paper contends that a modern 
computerised workplace reduces the arbitrary powers enjoyed by the 
employers and reduces their ability to act against the employee unilaterally 
and effectively. Hence, we can design a incentive-compatible, benefit 
maximising contact between managers and employees based on the 
following principles: employee participation in defining privacy policies; 
full disclosure of all implementation schemes pursuant to these policies; and 
employer monitoring to ensure compliance with such policies. Finally, this 
has been endorsed by the Article 29 – European Union Data protection 
Working Party (Article – 29 EU Data Protection Working Party, 2002, p.24) 
in their statement specifically: “A blanket ban on personal use of the 
Internet by employees may be considered to be impractical and slightly 
unrealistic as it fails to reflect the degree to which the Internet can assist 
employees in their daily life”. 
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ABSTRACT 

Malicious software is prevalent in many forms with the potential for many 
types of malware to be downloaded while browsing the Internet using an 
unprotected system. The potential impact can be irreparable harm to a 
computer file system or even place a person in a situation where they could 
be charged for a criminal act, if the perpetrator assumes control of their 
system. Understanding contemporary forms of malware is crucial in order to 
prepare better defences against it as well as investigate related incidents and 
claims. Therefore forensic analysis of specific malware, requires specialised 
tools and techniques and is of significant importance for information 
security professionals. 
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In an effort to facilitate the process of forensic analysis of malicious 
and hostile code we intend to develop a system whereby specific malware 
can be identified, classified and the malware and detailed forensic analysis 
stored in a searchable database. The research results would assist computer 
forensics expert witnesses and infosecurity specialists, to determine the 
potential role, and impact on a case of certain malware types found to be 
present on a computer under examination. 

To this end, we first research on different types of malware and obtain 
a selection of malware samples as a specimen to investigate. We create an 
environment containing suitable investigative tools with which to analyse 
malware and devise a virtual testing utility platform (containing networking 
settings, software etc.) to conduct examinations.  Experts can use the virtual 
infrastructure provided to analyse malware and then log their analysis 
results, notes and experiences in a bespoke on-line collaborative web 
accessed database. In there experts can log their findings and further 
produce analytical aids including the behavioural profile of the malware 
inspected, and potentially be others analysing the same types of malicious 
code. 

 

KEY WORDS 

Malware analysis, computer forensic examination, virtual platform, 
knowledge management system 
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A COLLABORATIVE DISTRIBUTED VIRTUAL 

PLATFORM FOR FORENSIC ANALYSIS OF 

MALICIOUS CODE 

1 INTRODUCTION 
Malware has traditionally been associated with viruses and Trojans and is a 
software program designed to disrupt computer systems. Of late, however, 
malware has become more insidious and stealth-like and the means of 
detection have become more and more difficult. Programmers of malware 
are becoming increasingly adept at modifying malware and the proliferation 
of source code on the Internet has enabled them to inspect the operation of 
the malware in much greater detail [1]. 

When a forensic investigator investigates a computer system that has 
been used in a suspected criminal activity, he needs to determine, amongst 
other criteria, whether such activity was the result of the perpetrator’s 
actions or whether the computer system and/or any related software could 
have been instrumental in causing the offence. 

The purpose of the research presented in this paper is to assist the 
forensic investigator to be able to see at a glance whether there are 
indications/evidence that malware could be the cause of the suspected crime 
or whether the perpetrator is responsible. The overall project aims at 
exploring the following: 

• The current status regarding malware and previous research 
into its analysis. 

• The information required for determining whether malware 
could cause a criminal act to be perpetrated. 

• Safe methods and environments for malware analysis. 

• Investigating the initial requirements of a prototype tool for 
collaborative malware analysis and develop a web-based 
database application for it. 
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Our system is collaborative in the following sense: we assume the 
involvement of three distinct roles in malware analysis. That would be the 
anti-virus researcher/analyst, a person of highly technical orientation and 
skills, at least in the areas of operating systems and networking. Also, a 
computer forensics examiner, a person primarily competent in the use of 
forensic analysis applications such as EnCase and AccessData, as well as 
aware of current and relevant computer incident related legislation. Finaly, a 
systems administrator who is responsible for maintaining the web 
application. Facilitating the colaboration between the three roles and 
allowing for seamless exchange of information between them, and 
particularly towards the forensic examiner, is deemed essential. Of course 
the three roles mentioned here need not necessarily be distinctive 
individuals, but a malware analyst can also be a system administrator or 
forensic examiner and vice versa. 

The paper then is structured as follows. Section two reviews the types 
of malware that a forensic examiner may come across during a computer 
examination as well as related concepts of malware impacts and protection. 
The third part describes the creation of a safe environment for the collection 
and analysis of malware. Specialist software was identified which could be 
used to analyse the malware in the safe environment and choices as to the 
most appropriate set of tools will be chosen in this report that will best suit 
the testing and analysis of the malware. Also in part three we discuss the 
design and implementation of a web-based application, the implementation 
of the safe environment and the analysis of malware. Part four examines the 
potential of this system in use and how it could assist a group of forensic 
investigators in collaborating and sharing knowledge on malware incidents. 
Finally we conclude the paper identifying areas for further development. 

2 MALICIOUS CODE AND PROTECTION 

2.1 Types, Impact and Controls 
Under UK law, having malware in your possession is not necessarily an 
offence, but the dissemination of that material in any form is (the UK 
Computer Misuse Act, section 3). Using the malware in a concerted effort to 
do damage is a crime and as such is punishable under one or more of the 
pieces of legislation mentioned above. Apparently, knowing that your 
computer could possibly be used, or has been used in a malware threat could 
make you liable. It appears that by not properly protecting your computer 
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with all manner of anti-malware software, you could possibly be prosecuted 
criminally for recklessness and civilly for negligence. While this has never 
been tested in a court of law, the possibility is there. 

The computer forensic investigator needs to determine what, if any, 
information on the system can be used as evidence for or against a user 
under investigation. The search for and inspection of malware is fraught 
with difficulty. There are three main categories of malware that any 
computer user could encounter in their life. The severity of malware is 
regarded as one of benign to destructive or dangerous, depending on the role 
of the malware. Malware can infect a system or the files on that system. 

Viruses are the most common form of malware. A virus is a program 
which infects a computer system by installing themselves on it and then 
replicating. Most known viruses are caught by up to date antivirus software 
and are not as much of a threat as they used to be [2]. There are three 
distinct types of virus: 

• File infectors: Two types of file infectors have been identified. The 
first is a virus that infects and attaches itself to files and then 
executes each time the file is run or opened. The second type does 
not change the file in any way, but alters the route in which a file is 
opened. Performance is variable as some viruses will actually impact 
on the performance of the entire system quite considerably.  

• Boot sector: Boot sector viruses infect the boot sector of discs. They 
then replicate when booted from that disc. This type of virus may 
have no noticeable impact on the performance of the system. 

• Macro: At present this is the most common form of virus [3]. Macro 
viruses use the program’s own macro programming language 
(Visual Basic for Applications: VBA) to allow execution. The 
infection takes place by writing itself into the normal.dot file. Any 
time any Microsoft Office application is run, the virus is spread by 
infecting the document that is being created or read. Due to other 
applications’ ability to open most formats of Office files, the virus 
can be spread to other computer platforms too. This is the case with 
Macintosh, DEC, Linux and Windows. 

Worms are the oldest form of malware, even though they did not start 
out that way. The first implementation of a worm was by John F Shock and 
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Jon A Hupp, researchers at Xerox PARC (Palo Alto Research Center) in 
1978. Its purpose was to search out other computer hosts, find idle 
processors on the network and assign them tasks, sharing the processing 
load, and so improving the 'CPU cycle use efficiency' across an entire 
network and then copy itself and self destruct after a programmed interval 
[4]. 

Worms travel through networks and the Internet by various means. 
They do not attach themselves to other programs. Worms almost always 
cause harm, even if it is only consuming bandwidth. While many worms are 
designed to spread, many have payloads. A payload is code designed to do 
more than just spread. Payloads can have the following actions: delete files 
on a host system, encrypt files in a cryptoviral extortion attack, send 
documents via e-mail, and install a backdoor in the infected computer to 
allow the creation of a "zombie" machine under control of the worm author.  

When these machines are networked they are often referred to as 
botnets and are very commonly used by spam senders for sending junk 
email or to cloak their website's address. Backdoors can be exploited by 
other malware, including worms. While many worms are malevolent, there 
are a few that are used for good intent. One such example is those used to 
update or patch systems or applications such as Windows [5]. The biggest 
issue with worms is that they do their task without the explicit consent of 
the user and could generate considerable network traffic. 

Trojan horses derive their name from Homer’s reference to the 
wooden horse of the Greeks in Troy. Its purpose is to infect a system under 
the disguise of a useful or required application or file. Most Trojans have a 
payload and are perpetrated from elsewhere to gain access to a system in 
order to gain full control of it as well as giving itself access to files and data 
on it. Trojans usually consist of two parts: a client and a server. 

When the server is installed, it allows the remote client software to 
send commands to the server. This notifies the remote attacker, who can 
then upload and download files, can delete and create files and folders and 
can control most of the machine. Most Trojans will notify the remote 
attacker that the server is running. This action is mostly done via IRC 
(Internet Relay Chat) [6]. The Trojan infection process is explained in 
Figure 1. 
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Figure 1 Trojan infection 

Malware affects the system in many ways. Most notably are changes 
in system behaviour which include: 

• attempt to connect to websites  

• open file shares 

• send email 

• open other communication channels with remote systems 

• launching new services and/or opening listening ports on a system 
that wait for remote commands 

• modifying start-up settings to ensure that it will always run each 
time the system reboots 

• modifying registry setting in Windows 

In many cases the user is not even aware that malware exists on the 
system. It has been noted that even with antivirus software, a firewall and 
anti-spyware installed, malware can exist on the system without detection 
[7]. 

While a lot of users are computer literate enough to know that 
prevention is better than cure, many users still do not adequately protect 
their systems. A survey conducted by Schwartz Communications, Inc. 
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indicates that although many users have antivirus software installed, this 
software is not updated to an acceptable standard. And while it would be 
safe to assume that antivirus software will protect a user from most known 
viruses, for Trojans and spyware, this alone is not sufficient. An adequate 
firewall and dedicated anti-spyware software is also required. Of course, 
while this will provide protection for the user, it is not the panacea that most 
users will perceive as. 

According to CERT [8] the following steps should be taken before 
connecting a new computer to any network: 

• Connect the new computer behind a network (hardware-based) 
firewall or firewall router 

• Turn on the software firewall included with the computer, if 
available 

• Disable nonessential services, such as file and print sharing 

• Download and install software patches as needed 

While the above holds true, the user should attempt to download and 
install patches or service packs for the relevant operating system, before 
connecting it to the network by making use of an existing networked 
computer system. In this way, the user is assured that the system is up to 
date and that only software patches then need to be updated. 

Anti-virus packages make use of various methods to detect malware. 
According to Aycock [9] there are three main tasks an anti-virus package 
should perform: 

• Detection • Identification • Disinfection 

Detection of malware is usually by its signature. This signature may 
be able to be in the form of a combination of bits or it could be a complete 
cryptographic payload. It is important that the anti-virus package correctly 
identify malware and to produce as few false positives as possible.  Once 
the malware has been identified, the user should be presented with an option 
of whether the malware needs inoculation, quarantine or deletion. 

2.2 The Need for Collaborative Forensic Analysis of Malware 

In the case of Regina v Caffrey, Aaron Caffrey was acquitted only after a 
lengthy and costly court case. The Register [10] reported:  “A forensic 
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examination of Caffrey's PC found attack tools but no trace of Trojan 
infection”. 

From the discussion on malware and of related court cases, it becomes 
apparent that, a tool that could assist forensic examiners in the task of 
identifying, analysing and reporting on malware found on a suspect 
machine, is deemed to be extremely useful. The application proposed here is 
a collaborative system in the form of a web-based database which will allow 
the forensic examiner to look up several aspects of malware, including: 

• Name 

• Aliases 

• File names associated with the 
malware 

• Exploit/means of attack 

• Action of the malware 

• Which parts of specific 
legislation could be used 
for an arrest 

• Any registry keys 
potentially affected 

With this information in hand, the examiner could be assisted in 
determining if the user knowingly had malware on the system at the inferred 
time or whether the malware came to be on the machine by other devious 
means. 

3 SYSTEM DESIGN SPECIFICATIONS AND 
IMPLEMENTATION DETAILS 

3.1 Virtual Analysis Environment 
As malware can be detrimental in its operation, it is important that a safe 
method be devised to capture, analyse and disassemble malware. In this 
chapter we will consider the design specifications for our proposed tool 
based on the nature of malware and the requirements of collaboration, as 
discussed earlier.  

While it would be easy to set up a computer system without any 
connectivity to the Internet or an internal network, many malware types 
attempt to dial out, scavenge the network or use subversive methods of 
informing a server or remote attacker. It is therefore necessary to implement 
a system that would have a form of network connectivity. Virtual 
environments have become quite widespread in the past decade. A virtual 
environment is one that runs on a computer system and allows the user to 
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create virtual machines within this environment. The virtual machine 
software allows a single computer to allow many more operating systems to 
be run in the same environment.  

 

 Figure 2 An envisaged virtual system 

Using virtualisation, a number of technologies could be implemented 
within a single machine environment as detailed in Figure 2. By making use 
of a virtual machine system, licensing issues with proprietary software 
needs to be taken into account. While the software is running within a 
virtual environment the software must be appropriately licensed as should 
the operating system of the base machine. Each installation essentially needs 
its own license. In the case of Figure 2, The Microsoft Windows 2003 server 
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would require a license and its minimum 5 user connection license and the 
four Windows XP workstations would each require their own license. 

Various software packages are required to analyse the malware. The 
software can be categorised as follows: 

• System software – the base operating system 

• Test bed software – Vmware 

• Test bed system software – Windows Server 2003 and Windows XP 
Professional SP2 

• Network analysis tools 

• File analysis and disassembly tools 

• Registry tools 

There is a plethora of analysis tools that a forensic analyst could use 
for testing for the presence of malware, examining and disassembling 
malware and analysing malware behaviour. As this project is concerned 
with determining how the malware could have infested itself on a machine 
and what actions the malware will perform, only specific tools will be 
required. 

Network analysis tools have been on the market as long as we have 
had networks. Most network administrators use tools every day to analyse 
their company’s network. These tools would include, but are not limited to: 

• Nessus – a vulnerability scanner (www.nessus.org) 

• nMap – a utility for network exploration (http://insecure.org/nmap/) 

• PRTG traffic grapher  – monitors bandwidth usage 
(http://www.paessler.com/prtg) 

• Ethereal – Now Wireshark - a protocol analyser 
(http://www.ethereal.com/)  

As all of these programs are either free or can be downloaded and 
fully function as a trial, most of them will be used in the analysis to 
determine if the malware is making use of the network in any way. 

File analysis tools are used to determine the code of the file. It is 
necessary to determine if the source code could be viewed in any form to 
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investigate how the malware operates. For this purpose OllyDBG can be 
used (available from http://www.ollydbg.de/ as shareware). Registration is 
free and once the registration form has been emailed, the program may be 
used freely. The IDA Pro disassembler and debugger has a graphical based 
interface and focuses on fundamental analysis of files 
(http://www.datarescue.com/idabase/idadown.htm). 

Also, the Windows registry is a complex directory which stores 
information regarding the Windows operating system and installed 
applications. Many malwares update the registry in some fashion and a 
means of determining what has been changed and by which application is 
key. While regedit.exe could be used for searching the registry and 
manually changing keys, it is very difficult to determine changes. For this a 
snapshot of the registry is needed. A program that claims to be able to take 
snapshots of the registry is Registry Workshop from www.torchsoft.com. 

All the above tools can be used to some extent for each piece of 
malware under analysis. As an innocent person could be wrongfully 
convicted by false information provided by the web-based application, it is 
necessary to determine exactly what the malware is capable of and how it 
operates. Therefore all means necessary to determine the modus operandi of 
the malware and possibly its origins are vital. 

3.2 Content Management System 
The overall system enables malware analysts to record their findings and 
enter those into a database. Computer examiners can then search the 
database for relevant information in a quick and efficient manner. The 
application allows an analyst to quickly search for an item and then attempt 
to identify it on the suspect system (within the safe environment), as one of 
its goals is to record malware, its associated behaviours and actions.  

Reviewing the results of analysis of malware is crucial to the 
investigator in a criminal case. Not only does the information have to be 
current, it needs to be accurate and must also allow any one with some 
computer knowledge to be able to find the information – e.g. an 
investigative officer not necessarily expert in computing. The application 
allows the investigator to use various methods by which to search for 
specific items such as: 
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• Type of 
malware 

• Registry key 

• Name of 
malware  

• Infection 
method 

• Possible crime 
committed 

Aside from the functional and non-functional requirements, it is 
critical to develop an application that is appealing and easy to use by the 
intended users. In order to achieve this, the system stores and displays all 
malware data in an appealing and usable manner for the user. This is 
achieved by attempting to make the system as easy to learn and use as 
possible, but also by providing the most possible detail in a single screen. 

In the application the following tasks are provided for: record malware 
and its attributes, record malware behaviour and infection methods, record 
Acts of Parliament and statutes, record possible crimes, amend all the 
above, view malware and its attributes, view malware behaviour and 
infection methods, view Acts of parliament and statutes, view possible 
crimes and query data held by the system. Creating new records and 
amending existing records is available only to authorised skilled analysis 
personnel, while viewing and searching of the records is provided to 
authorised law enforcement agencies and personnel.  

Finally, MySQL is used for the database implementation. The ER 
diagram of Figure 3 represents diagrammatically the initial structure of the 
database. Although there are two types of users, namely analysts who would 
record data into the database and users who would only perform searches, a 
decision was made to remove unnecessary redundancy from the database 
design. Therefore a single Users table has been created which has a 'level' 
for the user. This will allow only persons with the requisite authority to 
access the data input section of the web application. Figure 3 reflects the 
simplest structure of the database.  
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 Figure 3 ER diagram for the web application database 

4 USING THE SYSTEM PROTOTYPE 
Our Malware Analysis Tool (MAT) is a prototype web application built 
upon a platform that matches the specifications as discussed in the previous 
part, which allows investigators to search for entries on items of malware 
(as for example it can be seen in figures 4 and 5) and use this information to 
assist them in determining whether there is malware present on the suspect 
machine.  

The two key components of this environment are the content 
management system, enabling the sharing of knowledge, and the secure 
testing environment. The latter has been tested with various types of 
malware including Trojans and rootkits and appears to be solid with no 
leakage out of the environment. In this environment, the malware analyst is 
at the minute required to analyse the malicious code and subsequently 
manually input the data into the MAT analysis form which is then posted to 
the MAT database. Our ultimate goal is to implement a collection of scripts 
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and macros which automatically record the results as the analysis is taking 
place in the safe environment. Once the analysis is complete, the form can 
then be automatically uploaded to the MAT database. 

 

Figure 4 Specific Malware listing 

Figure 5 Listing of case under investigation 
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5 CONCLUSIONS AND FURTHER WORK 
Not only is forensic examination of malware a problem for computer users, 
but also for law enforcement and forensic practitioners [11, 12]. As such, it 
shows that no sooner has one form of malware been discovered and 
analysed, then another shows up with distinctly differing properties. What 
was developed initially as a tool to assist researchers has been used by 
others for more sinister means. Malware is insidious at its best and performs 
its task without the users’ consent, or claimed to be so [13, 14]. 

Finding, tracking, capturing and preventing malware infestations on a 
computer system are akin to war being waged. Therefore, when a crime is 
committed, it is up to the forensic investigator to search for the quickest 
means to determine who the guilty party is. Forensics analysts do not have 
the manpower to spend countless hours analysing and disassembling 
malware to come to a decision. A platform that would enable collaboration 
between malware analysts and forensic examiners could assist the latter in 
determining how the crime took place and whether it would be possible to 
convict a suspect. The objective would be to reduce the time spent searching 
for malware and create an easy reference for the investigator. To this end, 
the Malware Analysis Tool makes accessible all the information required by 
the investigator in a searchable format. Not only does it perform well as a 
reference tool for all types of malware, it also speeds up searches for 
registry keys, malware, affected APIs and a host of other Window's related 
areas. 

As mentioned previously a future improvement to the manual process 
of analysis of malware and simultaneously inputting the data into the MAT 
would be to have a program which automatically records the results as the 
analysis is taking place, extracting the required data as the process 
continues. Once the analysis is complete, the form could be automatically 
uploaded to the MAT database. Ideally the format of the data form would 
also include a XML version, as this information would be accessible in 
more ways than just a web page. 
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ABSTRACT

Digital evidence is not well perceived by the human senses. Crucial pieces
of digital evidence may simply be missed by investigators as the forensic
significance of seemingly unimportant pieces of collected data may not be
fully understood. This paper will discuss how abstract pieces of informa-
tion may be extracted from seemingly insignificant evidence sources such a
file timestamps by making use of correlating evidence sources. The use of
file timestamps as a substitute for missing or corrupt log files as well as the
information deficiency problem surrounding the use of timestamps will be
discussed in detail. A prototype was developed to help investigators to de-
termine the course of event as they occurred according to file timestamps.
The prototype results that were obtained as well as prototype flaws will also
be addressed.
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THE USE OF FILE TIMESTAMPS IN DIGITAL

FORENSICS

1 INTRODUCTION

Digital evidence is not well perceived by the human senses [10]. Crucial pieces
of digital evidence may simply be missed due to the fact that examiners do
not fully comprehend how seemingly useless pieces of data can be converted
to evidence of high value. This situation may be very problematic for dig-
ital investigators as it may help to create an incomplete picture of digital
crimes under inspection [2]. It is therefore extremely important to examine
all evidence, no matter how insignificant it may seem.

If an investigation team can understand an intruder’s modus operandi,
it may be possible to determine various attributes describing the intruder,
such as skill level, knowledge and location [3]. Security mechanisms such
as log files will usually be used to determine the actions of the intruder.
Unfortunately it is possible that active security systems on the compromised
system may be configured incorrectly or disabled completely [9]. In such
circumstances investigators will have to turn to alternative sources of digital
evidence.

File timestamps may serve as a worthy alternative, as timestamp informa-
tion may be viewed as a simplistic log of events as they occurred. Although
file timestamp information may be considered one-dimensional in a sense
that it only records the time of the very last action that was performed on
a file, it may still be a valuable source of evidence when very few alterna-
tives remain. Unfortunately the processing of file timestamp information
may be complicated by the sheer volume of available timestamps that should
be processed.

The overabundance of digital evidence that need to be processed in small
amounts of time could be described as an audit reduction problem [4]. The
audit reduction problem describes the situation in which the presence of too
much information obscures the focus point of investigations. Audit reduction
would therefore be prevalent in digital evidence analysis due to the masses
of files that needs to be inspected, spurred on by massive storage capacities
of modern storage devices.

File timestamps analysis is an excellent example of the audit reduction
problem: modern hard drives storage capacity may be anywhere in between
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the gigabyte to terabyte ranges; a very large number of files may be found on
these devices — each file having different timestamp information associated
with it. Although most of the file timestamps would be irrelevant to a case,
a few may still be the key to its successful resolution. If these timestamps
are simply overlooked, an incorrect conclusion could potentially be reached
which may have dire consequences in store for the accused as well as the
investigation team.

This paper will discuss the use of timestamps as a supplement or alterna-
tive to log files when log files are not available. The information deficiency
problem, which describes the situation in which not enough information is
available to allow investigators to get a clear picture of forensic significant
events, will be discussed. This is done to inform the user of possible problems
that may be experienced with alternative evidence sources. The concept of
synergy applied to digital data is proposed as a solution to the information
deficiency problem. The principle should allow investigators to use various
insignificant evidence sources to generate abstract forms of information that
are considered to be of forensic value. The paper is structured as follows.
Section 2 will discuss the importance of file timestamps. Section 3 will focus
on file timestamps related to incident phases. Section 4 will introduce the in-
formation deficiency problem and section 5 will discuss a possible solution to
the problem. Section 6 will discuss the development of a prototype, section
7 will discuss the results obtained and section 8 will discuss the prototype
flaws. Finally, section 9 will describe future work and section 10 will discuss
the conclusion.

2 FILE TIMESTAMPS AS A SOURCE OF EVIDENCE

Attackers may try to delete or alter log files in an attempt to cover their
tracks; fortunately pieces of information may still remain due to a lack of
skills or access rights [9]. As an example, consider the use of well-known
UNIX commands such as cat and grep. The attacker may use these two
commands to remove identifying information from a system log file. A clever
attacker may even change the log file’s modification date after the alteration
as not to arouse any suspicion from the system administrator. With the
system log files compromised, investigators will have to find an alternative
source of evidence as compromised evidence sources may not be credible in
a court of law.

Fortunately there exists a less obvious source of digital evidence — file

2

The Use of File Timestamps in Digital Forensics

135



timestamps. Consider the example mentioned previously: the attacker used
a combination of well-known tools such as the cat and grep commands to
remove identifying information from the system log file. Very few attackers
would actually reset the file access timestamps that were created when the
shell command was executed. Even if they did manage to modify the file
access times, they would have used a tool to do so. This means that although
the commands used by the attacker do not have valid timestamps associated
with it, a valid timestamp would be left somewhere on the system by the
attacker, unless the command was executed from a read-only medium.

From the discussion it should be obvious that only extremely skilled at-
tackers would be able to access a system without leaving a single trace; less
skilled attackers are bound to leave small pieces of evidence behind that may
ultimately be used to identify the responsible parties.

Popular file systems such as FAT, NTFS and EXT store file timestamps
to keep record of:

• The file creation time

• Last time the file was accessed

• The last time the file was modified

These timestamps are updated by the underlying operating system when
appropriate, but skilfully written applications also have the ability to ma-
nipulate timestamps as they require. Applications have different approaches
concerning the management of timestamps. As an example, consider two
well-known UNIX applications, namely cp and tar. When a file is copied
using the cp command, the resulting creation and modification timestamps
of the destination file would indicate the time that the cp command was
executed. This is not the case with the tar command. When a compressed
archive is created, the relevant files, along with their timestamps, are stored
in a compressed archive. It should therefore be noted that some applications
will posses timestamp modification capabilities which may have a negative
effect on the timestamp analysis process. This topic will be discussed further
in section 8.
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3 TIMESTAMPS AND INCIDENT PHASES

Three digital evidence stages have been identified by Koen and Olivier [6]
which classify evidence according to its temporal relationship with a digital
incident. The identified stages are as follows:

• Pre-incident

• Incident

• Post-incident

The pre-incident stage focuses primarily on forensic readiness. Forensic
readiness describes the extent to which a system is able to supply forensically-
sound information to aid the digital investigation process [7]. Special software
and hardware can be installed to monitor user actions and minimize the likeli-
hood that the users of these systems can participate in mischievous activities
without being noticed through policy management and the enforcement of
restrictions. Suspicious activities may be captured and logged as required.
The incident stage is concerned with the capture of digital evidence while a
crime is being committed. The incident stage is primarily responsible for the
capture and archiving of events as they occur in real time. The last stage
is the post-incident stage in which the entire suspect and/or victim system’s
state is captured and analyzed after the digital crime has been committed.
The phase is characterized by the mass-archiving of the states of the systems
involved in the digital crime in an attempt to determine how the systems
were used and by whom.

The information supplied by timestamps is very limited in a sense that
a timestamp only records the last time a specific activity took place. To
simplify this discussion, it will be assumed that a file will only have a single
timestamp associated with it. Although this is not the case in reality, the
principle will stay the same for timestamp-based information.

The most accurate timestamp from an evidence timeline classification
point-of-view would be the timestamp recorded in the pre-incident stage as a
timestamp with a time earlier than the incident means that the file in question
was used before the incident occurred. This means the file may have executed
an action on files involved with the incident, but it could only have done so
up until the point that it was last loaded in memory. Timestamps captured
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in the incident stage indicate that the files in question were used during the
incident stage, but could also have been used during the pre-incident stage.
The situation gets worse in the post-incident stage: files with timestamp in
this stage may have had actions performed on them during any one of the
phases. An information deficiency problem therefore exists with regards to
timestamps and the incident stage and especially the post-incident stage.

For analysis purposes it will have to be assumed that evidence had actions
performed on it in every stage prior to its current incident stage. A solu-
tion to the information deficiency problem may be to introduce additional
evidence sources in an attempt to build a timelines that indicate upper and
lower bound incident stages in which actions were performed on the object
in question.

4 APPLICATIONS AND FILE TIMESTAMP RELATIONSHIPS

In order for a timestamp to change an action is needed. The action will
have to be triggered by an application or device driver resident in memory
at the time of change. For this discussion it is assumed that three types of
timestamps exist, namely the creation, modification and access timestamp
and that the operating system alone can modify file timestamp values. The
value of the timestamp is not important in this example as its meaning is
largely dependent on the application that triggered the event. What should
be considered important is the fact that an executable code that triggered
the event to be executed should have been active in physical memory prior to
triggering the event. This means that the file in question should have been
loaded into memory, thus modifying its file access timestamp. An executable
that accesses or modifies a file should therefore have an file access timestamp
which is smaller than the file in question’s timestamp (create, read or modify
depending on the action performed). The following macro can be defined to
determine if an application’s create, access or modify time has been edited:

touched(f) = ceil ( create(f), access(f), modify(f) )

Using the defined macro, the following condition should therefore hold:

access(executable) <= touched(file)
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Unfortunately due to the information deficiency problem identified pre-
viously, a piece of executable code may be loaded again in the future which
means that the stated condition will not hold anymore as the access time of
the executable code changed. The following situation may therefore exist:

access (executable) <= touched(file) or access (executable) >= touched(file)

This basically means that it would not be possible to pinpoint the ap-
plication responsible for the modification of a file as not enough information
exists. If the timestamp found on an executable piece of code shows that the
executable was last accessed before a file timestamp was last modified it does
not necessarily rule out the executable as the accessory or modifier of the file
in question as some sections of code may stay resident in memory for a period
of time before it actually accessed the file. It can therefore be concluded that
application/file timestamp relationships is of very little forensic significance
on its own; some additional form of information is needed to help to rule out
executables that could not have modified the file in question. The executable
access timestamp cannot be used to help rule out the application associated
with it as the application may have been resident in memory for some time
before it triggered the modification of a file’s timestamps. If it were possible
to prove that the application in question was removed from memory some
time after its file access timestamp indicated, it may be enough to rule out
the application as the trigger source.

As an example, consider the diagram illustrating the executable access
timestamps in the different incident stages (see figure 1). Various evidence
artefacts have been organized according to file creation timestamp dates.
As discussed previously, application/file timestamp relationships are not of
forensic significance on their own; executable 1, 2 and 3 could therefore
individually have created files A, B, C, D and E. It is therefore not possible
to rule out any executables from the equation.

Imagine the intruder managed to reboot the system in question during the
incident phase. Knowledge of this event may help to place an upper-bound
on the last possible time that executable 1 could have had an effect on the
file timestamps of the listed artefacts. File access information informs us
that executable 1 was last executed during the pre-incident phase; a system
log file (collaborating evidence) shows us that the system went offline during
the incident phase. Executable 1 was not loaded again after the system went
back online after the reboot. It can therefore be concluded that executable
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Figure 1: Files organized according to timestamp information.

1 did not have an effect on the timestamps of the listed artefacts after the
reboot. With enough collaborative evidence at hand it may be possible to
narrow the list of possible executables down substantially which may have
been responsible for triggering an event that modified timestamp information.
This example relied on the knowledge that a system rebooted. Normally
such information will be gathered from a system log file, but in the absence
of credible log files, investigators may once again need to turn to file access
timestamps as an indicator of system events. When a system boots, various
executables are loaded as services. These executables are usually only loaded
once and stay loaded until a system halts or reboots. By looking at the access
timestamps of these services it may actually be possible to determine when
the system booted. This method will be discussed further in section 6.

5 SOLUTION TO THE INFORMATION DEFICIENCY PROB-

LEM

Synergy describes the situation in which the whole is greater than the sum of
the parts [11]. Although the discussed events may be seen as insignificant on
their own, their importance may increase when their collective importance is
realized, therefore when a state of synergy is achieved.
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Consider the example in figure 1 again: each of the events that caused
changes in timestamp information associated with the files is of very little
forensic value when considered on their own. Even the timestamp that in-
dicated that the system in question performed a boot operation would seem
relatively useless on its own as it does not convey any useful information
other than a system boot took place. The real value in the timestamp infor-
mation lies in the fact it represents events that took place. On a higher level
these events may be related with one another to create an abstract view of
the events as they occurred.

The example in the previous section illustrates that it may be possible
to extract useful information from seemingly useless data when viewed on
its own. A file’s access timestamp may have very little importance on its
own; its importance is directly related to the importance of the event that
it represents. A principle based on synergy that focuses on the creation of
abstract evidence information from insignificant pieces of data may therefore
be formulated as follows:

Event data is generated when a significant digital event occurs. Although
the generated event data is of little value when viewed independently, col-
lectively event data can produce information that can help investigators to
deduce relationships between events to produce abstract views of the evidence
at hand.

Investigators usually have lots of complex questions to answer in a short
period of time [3]; the possibility therefore exists that evidence may be over-
looked as investigators focus their attention to evidence that seems more
important in an attempt to save valuable time. Identifying the relationships
that may exist between seemingly unimportant pieces of digital evidence may
be an extremely tedious task to perform. As Adelstein [1] points out, it is
not feasible for investigators to manually analyze storage devices with stor-
age capacities in access of gigabytes as there is just too much data to process.
Without some form of automated processing the benefit obtained as a result
of time invested by investigators would be minimal due to the sheer volumes
of data that needs to be processed.
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6 PROTOTYPING

A prototype has been created based on application/timestamp relationships
discussed previously in an attempt to illustrate the defined principle in ac-
tion. The prototype was developed to extract information from Linux-based
EXT2/3 file system storing ordinary files, applications and system logs. The
prototype was built under the assumption that the file timestamps have not
been tampered with. It has also been assumed that the executable access
time indicated the last time the application was loaded by the operating sys-
tem. File creation timestamps were ignored as it is assumed that file access
and modification times will always be larger than a file’s creation time.

Casey [2] proposed a certainty scale that may be used to determine the
level of trust that can be placed in the information deduced by the investi-
gators by examining the forensic evidence at hand. Evidence that appears
highly questionable will have a low certainty level associated with it while
evidence that can be correlated with other captured evidence sources will
receive a higher certainty rating. Casey’s certainty scale can be used in ad-
dition to the defined principle to increase the level of trust experienced with
extracted information; evidence which can be correlated with other sources
of information may experience a higher degree of certainty.

Relating Casey’s work and the defined principle to timestamp informa-
tion it can be assumed that timestamp information that is correlated with
timestamp information from the same disk image will have a lesser degree
of certainty than timestamp information that may be related to some other
form of evidence, such as system logs. The prototype was built with the
purpose of identifying the last possible time that an application could have
been loaded in memory, known as the last possible execution time. This was
done in an attempt to determine which files could have been modified by
the application in question. The last possible execution time is determined
in one of two ways: by correlating an application’s access timestamp with
system log entries or by correlating an application’s access timestamp with
the access timestamps of system applications and/or files that are accessed
on system boot or shutdown events.

The first method would obviously be the better choice for the correlation
of evidence as it contains a rich source of system-related history informa-
tion. To determine the last possible time an application could have been in
memory is simple: use the application in question’s access timestamp and
search for the earliest system halt or reboot event that occurred after the
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access time in the log file. The time specified in the log for the halt or re-
boot event would therefore serve as the last possible execution time as the
executable was never accessed again after that specific point in time. The
second method may serve as an alternative to log files in situations when
it has become evident that the system log files have been tampered with or
in environments where no log files exist. When an operating system boots
or halts, it will load various system applications and access stored settings,
changing their accessed timestamps. The timestamps viewed on their own
are insignificant, but when used to determine when a system was turned on
or off, it may be of great value to forensic investigators. As an example,
consider the sequence of events that occurs when a standard Linux system
boots. The first process created by the kernel executes the /sbin/init applica-
tion. When the /sbin/init application starts, it reads the /etc/inittab file for
further instructions. By simply checking the accessed timestamps of either
one of the two files it would be possible to determine the last time that a
system booted. It can be argued that the information is also obtainable from
alternative sources (such as the /proc/uptime file), but in situations where
the alternative is damaged or simply does not exist, timestamps will have to
suffice. Calculating the last possible execution time for the second technique
is similar to the method used to determine the last possible execution time
for the first method: determine an application’s accessed timestamp infor-
mation and determine the last time a system booted or halted by looking at
the applications and files associated with the system boot or halt operations.

The prototype reads disk images to produce XML files containing time-
stamp information. These XML files are then converted to scatter charts to
improve the way timestamp information is perceived by the human senses.
The prototype depends on two freely available libraries, namely the Reco
Platform [5] and JFreeChart [8]. The design is illustrated in figure 2.

The Reco Platform supplies low-level EXT2/3 support to the system
while the JFreechart library supplies the graphing functionality required by
the application. The prototype source code has been released under the GNU
GPL license and is available on Sourceforge [5]. The next section will discuss
the results that were obtained using the developed prototype in more detail.

7 RESULTS

The prototype was tested using Linux (Fedora Core 4). A disk image was
made and last possible execution times were computed for each application
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Figure 2: The prototype design.

Figure 3: A screenshot of the prototype.

using both methods described previously to produce separate XML files.
A scatter chart was constructed using each detected file’s modification and
access times as coordinate values. A selected application’s last possible exe-
cution time was plotted as horizontal and vertical lines to indicate the reach
(in terms of what the application could have modified) of the application in
question. Figure 3 illustrates the produced scatter chart as well as the hori-
zontal and vertical lines indicating the maximum reach of the application in
question.

The user is allowed to select an application of interest in a dropdown con-
trol populated with a list of applications. The application’s last possible exe-
cution time is computed and plotted on the scatter chart upon selection.The
last possible execution time, access time and modification times are repre-
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sented by an integer value; the integer value is a timestamp that describes
the amount of seconds that have elapsed since January 1,1970 (which means
that the values could easily be manipulated using a function such as ctime)
when the event in question occurred or should occur. In the example (figure
3) the last possible execution time for the application /etc/X11/xdm/chooser
was calculated to be 1146687137 seconds since 1 January 1970. Translated
to human-understandable terms, the last possible execution time for the ap-
plication in question is Tuesday, May 2, 2006 at 23:58:57. The application
cannot be responsible for any file access or modification operations performed
after the last possible execution time, represented by the horizontal and ver-
tical lines on the graph. Any files outside of the horizontal and vertical lines
will therefore have been accessed or modified by other applications.

By simply looking at the generated chart it is possible to visually detect
which files could have been modified by the application in question. Due to
the sheer magnitude of the amount of files that are stored on a disk drive,
a file filter functionality has been added to the prototype to search for files
with timestamps conforming to specific criteria. Determining the names of
the files that could have been modified by the application in question was as
simple as submitting a filter query that contained the last possible execution
time of the application in question.

A comparison between the two techniques used to determine an appli-
cation’s last possible execution time yielded the results that were expected:
since system log files contain detailed history information, more accurate last
possible execution times could be calculated leading to more accurate results.
File access timestamps contain only the last time the file was accessed and
can therefore be compared to a log file containing entries which date back to
the last time a system in question was booted. This implies that the method
could work with the same efficiency as the first method in a scenario where
a system rarely goes offline. However, this method would be very inaccurate
for systems that goes offline frequently.

8 CRITICISMS

As discussed in section 2, some applications have the ability to modify time-
stamps. The work in this paper assumed that the timestamps are modified
by the operating system only and did not take into account that applications
may manipulate the proposed analysis method by changing file timestamps
to render the method invalid. In reality, interpreted meaning of a timestamp
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is therefore largely dependent on the way in which the application responsible
for the creation or modification of a file manages timestamp information.

It has also been assumed that applications will be stored on a writable
medium; an application’s timestamp information will therefore be updated
each time the application is loaded into memory. This may not necessarily
be the case as it is possible in UNIX environment to mount file systems in
read-only mode. This means that an application’s file access time will not
change rendering the method described in this paper useless.

Another concern is that an application may have accessed or modified a
suspicious file prior to its last possible time of execution; if the suspicious file
was accessed or modified again some time later in the future (presumably
after the application in question’s last possible time of execution), the time-
stamp may be labelled as being out of reach of the application in question.
Technically this is true as the file was last modified by another application,
but this situation may not always be desirable. A way to overcome this
problem is to divide application timestamps into the various incident stages
discussed in section 3. Only applications with access timestamps falling in the
incident and post-incident phase will have to be considered for inspection as
it can be assumed that applications with last possible execution times falling
in the pre-incident stage were not involved with the incident in question.

9 FUTURE WORK

A complex application would typically touch various files while it is executing.
A typical scenario would be where the application in question first accesses its
configuration files and then data files. By describing an application’s actions
formally, it may be possible to create a profile that accurately describes an
application’s file access characteristics.

Another topic that requires attention is the inspection of the file access
of an operating system’s boot process. When an operating system performs
the boot process, various files will be accessed. Different operating systems
would access different files which creates the possibility that the file access
operations performed by an operating system could potentially be used as a
fingerprint to help operating system identification in circumstances in which
conventional methods are not deemed appropriate. The described process
could potentially be improved by adding the concept of a termination sig-
nature. The termination signature describes the characteristics of an appli-
cation when it terminates, in other words what actions it takes just before
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it terminates. If such a signature can be incorporated into the concepts
described in this paper, more accurate results may be obtained.

10 CONCLUSION

This paper discussed how timestamps could be used to rule out files that
could not have been modified by distinct applications based on an applica-
tion’s calculated last possible execution time. A principle was introduced
based on the concept of synergy claiming that insignificant pieces of event
datum may collectively be of significant forensic importance. A prototype
was constructed based on this principle, using timestamps as a source of
insignificant evidence. The prototype calculated various applications’ last
possible execution times and visually depicted the information in a manner
that can easilly be understood by the observer. The prototype helped to
visualize abstract digital data which are not well-perceived by the human
senses to help investigators to easily understand the produced data as well
as its importance. Unfortunately the method used by the prototype is not
absolute in a sense that it cannot successfully be applied to all environments
under all conditions. It has become evident that a great need exists for ways
in which digital evidence can be visualized. More research will have to be
conducted to find ways to visualize digital information to allow investigators
to easily understand digital evidence at hand.
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ABSTRACT

A number of forensic processes have been used successfully in the field of
Digital Forensics. The aim of this paper is to model some of these processes
by using the Unified Modeling Language (UML) - specifically the behavioural
Use Cases and Activity diagrams. This modelling gives a clear indication of
the limitations of these processes. A UML-based comparison is made of
two prominent DFPMs that are currently available in the literature. This is
followed by a newly proposed DFPM as developed by the authors.
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UML MODELLING OF DIGITAL FORENSIC

PROCESS MODELS (DFPMs)

1 INTRODUCTION

The authors of this paper argue that a Digital Forensic Process Models
(DFPM) in particular and the field of digital forensic investigations in general
can benefit from the introduction of a formal modelling approach. In this
paper we propose that UML [1] would be a suitable paradigm for modelling
forensic processes. Most of the modelling representations for forensic inves-
tigations found in the current literature are made in a rather informal and
intuitive way [?, 2]. Thus it is argued that because of the value of a forensic
investigation and the formal field of forensic investigation can benefit from
introducing a formal modelling approach. Some of these formal modelling
approaches include Z-specification, relational algebra and UML modelling.
UML modelling is the vehicle chosen for this paper because it provides a
structured and behavioural approach that is needed for a forensic investiga-
tion. UML is an accepted formal specification for the modelling of processes.
This paper will focus on modelling two existing DFPMs, that of Kruse [3]
and that of the United States Department of Justice (USDOJ) [4]. The UML
that will be used will be limited to Use Case and Activity Diagrams.

Digital forensics has experienced a number of rapid advances to date. This
can be seen in the tools that have been developed for forensic investigations
such as Encase 1 and Forensic Tool Kit (FTK) 2. These tools try to encompass
the whole digital forensic process into one tool. Encase, which has done this
with great success has been accepted in the United States and other countries
as a reliable forensic investigation tool [5]. A number of the tools that do
not form part of the greater investigation are nevertheless of some use and
do assist. Knoppix 3 is one such tool that offers limited forensic capability.
In the event of encountering a computer that is turned off, it could aid the
investigator in possibly finding material without tampering with the integrity
of the data. From this it is clear that a digital forensic investigation is
made up of multiple facets, which include technology, procedure and legal
components. Thus it seems that there is a need for an integrated DFPM.

1Encase online: http://www.guidancesoftware.com/
2Access Data online: http://www.accessdata.com/
3Knoppix online: http://www.knoppix.org/
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A number of DFPMs that have been developed since 2000 aim to assist the
investigator in reaching a conclusion upon completion of the investigation.
DFPMs used in investigations with success include — but are not limited
to — those proposed by Kruse [3], the United States Department of Justice
(USDOJ) [4], Casey [6], Reith [7] and Ciardhuin [2].

According to the Oxford online dictionary, the term forensic is defined as
“relating to or denoting the application of scientific methods to the investi-
gation of crime” and “of or relating to courts of law”4. From this definition it
is clear that the ultimate goal of a digital forensic investigation is to present
some form of evidence in a court of law using the correct legal procedures
with scientific backing.

Closer examination of DFPMs reveals no apparent problem, but a number
of questions do arise. Who are the actors that will interact with the system
or defined process? Are the role players clearly defined? Do some of these
models have short comings? Is it possible to combine some features of existing
DFPMs in order to construct an ideal DFPM? To answer these questions, a
formal way of comparison is needed to explore some of these problems.

The remainder of the current paper is structured as follows. Section 2
presents some background to the paper and refers to related work performed
with regard to forensic processes. In section 3 the Kruse and USDOJ DFPM
is modelled in UML using Activity and Use Case Diagrams. Some comments
are also made on these two DFPMs. Section 4 contains the result of a brief
comparison between the Kruse and USDOJ DFPMs. Section 5 introduces
a new integrated model called InteDFPM, which combines the Kruse and
USDOJ DFPMs. The paper is concluded in Section 6.

2 BACKGROUND AND RELATED WORK

Digital forensics has been accepted as the process of “analytical and investiga-
tive techniques used for the preservation, identification, extraction, documen-
tation, analysis and interpretation of computer media (digital data) which is
stored or encoded for evidentiary and or/or root cause analysis” [8]. Most
of the proposed DFPMs use some elements of the above definition as point
of departure for the development of such a process, such as [3, 4, 6, 9, 7, 2].
These DFPMs are listed in Figure 1. The names of the DFPMs are given
in the left margin, while the processes included in each of these models are

4The Oxford Dictionary: http://www.askoxford.com
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listed along the top.

Figure 1: Current DFPMs

The investigation phase of the process constitutes the main focus of most
DFPMs. In [4, 9, 7] examination, analysis and collection are included, as this
is where most of the activities taking place as part of the investigation are
conducted. This focus on investigation is dangerous for a number of reasons.
Forensics generally should have a goal of presenting evidence in some form
and providing some factual basis to substantiate the investigation’s finding.

In the analysis of some of the DFPMs as seen in Figure 1 one can clearly
see the additions that have been made over time. These DFPMs have become
increasingly complex. The terminology used in the models is a factor that
contributes to creating this unnecessary complexity. Many terms are quite
similar to those used in other DFPMs to describe a similar concept. For
example, ‘Acquire’ used in the Kruse DFPM and ‘Collect’ used in the USDOJ
DFPM would probably amount to the same process — the activities may
overlap in many respects.

On examining Figure 1, the reader may agree that there is indeed a
need to refine these DFPMs in order to create an integrated model that
encapsulates components derived from the given/selected few DFPMs.

3 UML MODELLING

For the purposes of this paper we will be modelling the Kruse and USDOJ
DFPMs. The two different types of behavioural UML models that are used
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will be the Activity and Use Case Diagrams. Only a high-level system de-
piction will be presented in all diagrams.

3.1 Kruse

The Kruse model of computer forensics consists of three main processes or
phases. The first is acquire the evidence while ensuring that the integrity
of the data is maintained. Secondly, authenticate the acquired data, while
checking the integrity of the extracted data against the original data. Au-
thentication in digital forensics is usually done by comparing data of the
original MD5 hash with the copied MD5 hash [10]. Thirdly, analyse the data
without tainting the integrity of the data. This process involves the most
intense part of the investigation into the Kruse model.

It is also worth mentioning that the Kruse DFPM is designed specifically
for computer-related crimes [3].

3.1.1 UML Activity Diagram

The Kruse DFPM Activity diagram is represented in Figure 2.

Figure 2: Kruse Activity diagram

The three processes follow one after the other: Acquire, Authenticate and
then Analyse. These processes commence with a starting state and end with
a finishing state.

3.1.2 UML Use Case Diagram

The Kruse DFPM Use Case is represented in Figure 3. This figure also
depicts the different role players.

The three main role players that interact with the system are the Investi-
gator, the Prosecution and the Defense. The Investigator can be specialised
to a First Responder, which can be any one of the following: Emergency
Response Team or System Administrator. The Prosecution and the Defence
will be role players in a criminal matter only. The system consists of three
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Figure 3: Kruse Use Case Diagram

Use Cases: Acquire, Authenticate and Analyse. The system boundary is
depicted by the large rectangle containing the three use cases.

3.1.3 Comments on Kruse DFPM

It should be noted that this is truly an oversimplification of the Kruse DFPM.
Each of the use cases in Figure 3 and the activity diagram in Figure 2 will
be expanded to include subprocesses.

The activity diagram is clear and it is obvious to see that an investigation
starts, runs its course and stops. The main concern is that no real evidence
document or report is generated during the investigation. The Kruse DFPM
however states in its specifications that documentation and chain-of-custody
reports should be maintained during each of the processes.

The use case clearly indicates that the investigator will interact with each
one of the processes. Kruse states that in many instances the investigator will
not be the same person. The ‘Acquire’ activity is always encountered by the
First Responder and the other two use cases can be performed in a laboratory
environment. The court is mentioned throughout the specification, but there
is no clear interaction with the system.
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3.2 United States Department of Justice (USDOJ)

The USDOJ [4] model accounts for four phases namely collection, exami-
nation, analysis and report. The collection phase involves searching for the
evidence, recognising that the evidence would be applicable to the specific
case, collecting the evidence, while documenting every step taken in the
process. The main aim of the second phase, examination, is to reveal any
hidden or obscure data. The origin of the original data and its significance
are important in providing a visual output that will be used in the analysis
process. The third phase involves analysis and the visual product of the ex-
amination process is the input to this analysis. Here a case will be built and
evidence will be constructed to prove the particular crime. Baryamureeba [?]
states that the analysis phase will also determine the probative value, which
would actually be the function of the courts. The outcome of this phase
would be to produce evidence that would serve to prove the elements of a
specific crime. Every step is also documented throughout. The final phase in
the USDOJ model is the report phase. During this phase a complete report
will be compiled to document the process followed from the beginning of
the investigation. The product will be the final evidence report presented in
court. Contained in this document is the chain-of-custody report, complete
investigation documentation and presentable evidence.

One of the design principles in the USDOJ DFPM is to abstract the
process from any specific technology [4].

3.2.1 UML Activity Diagram

The Activity Diagram of the USDOJ DFPM is given in Figure 4.

Figure 4: USDOJ Activity diagram

The process commences with a starting state. The data is collected from
the digital device, after which it is examined and then analysed. During the
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report phase, an evidence report is created as an object output. After the
completion of the evidence report, the process stops.

3.2.2 UML Use Case Diagram

The Use Case diagram of the USDOJ DFPM can be seen in Figure 5.

Figure 5: USDOJ Use Case Diagram

In Figure 5 there are three actors: the Investigator, the Prosecution and
the Defence. The First Responder is a specialisation of Investigator. An
Investigator can be any one of the following: police officer, manager or a
forensic investigator. The DFPM is specifically set up for First Responders.
There are four use cases in the system, namely, Collection, Examination,
Analysis and Reporting.

3.2.3 Comments on the USDOJ DFPM

In the USDOJ Activity diagram, the processes are executed one after the
other. There is one apparent difference, which involves the fact that during
the Reporting process an evidence report is generated as an output. This
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will ultimately be used in a matter before the court. The evidence report
will contain all the evidence collected during the investigation, including the
chain-of-custody document and presentable evidence. It should be noted that
the current paper will not consider what a court considers to be presentable
evidence.

The Use Case diagram in Figure 5 does not show the court as a role player
that interacts with the system. In the USDOJ specification the court is often
mentioned, but no emphasis is placed on the fact that the court ultimately
will evaluate the presented evidence report in its finding. There is also no
clear indication as to how and when the court must evaluate the document.
Nevertheless, an important contribution by the USDOJ DFPM is the fact
that an evidence report document is in fact produced.

4 COMPARISON BETWEEN THE TWO DFPMs

Similarities between the Kruse and USDOJ DFPMs are apparent: Firstly,
although the models use different terminology (‘Acquire’ and ‘Collect’) to
describe the first phase, the processes are actually the same. For our purposes
we will refer to both as ‘Collect’ in the remainder of the paper. Secondly,
both models have an ‘Analysis’ phase, resulting in an Analyse process.

There are however also a number of significant differences that cannot be
ignored. These include the fact that Kruse’s DFPM explicitly validates the
integrity of the data in an authentication process, while the USDOJ DFPM
includes an examination process. The latter might not always be needed, as
data is often hidden and obscured from an investigator. This process will
also compromise the integrity of the data. Finally, the DFPM of the USDOJ
includes the compilation of a report process, while the Kruse DFPM does
not.

5 InteDFPM: INTEGRATED DFPM

The Kruse and USDOJ DFPMs have been modelled using UML Activity and
Use Case diagrams. In this section we propose to integrate and expand the
two DFPMs into a combined DFPM containing the best elements of both
DFPMs. This combined model is called the InteDFPM.
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Figure 6: InteDFPM Activity Diagram

5.1 UML Activity Diagram

Figure 6 shows the InteDFPM superimposed on a framework proposed by
Köhn et al [11]. This framework has three phases: Preparation, Investigation
and Presentation. Note that the sub-processes are not included. The law is
the foundation for this framework as illustrated by the row along the bottom
of Figure 6. The implication is really to ensure that everything is based on
sound legal principles so as to withstand legal scruiteny in court.

Two processes have been added to the Activity diagram to integrate with
the Köhn framework. These are ‘Prepare’ in the Preparation phase and
‘Present’ in the Presentation phase.

The whole process is triggered by a criminal action (not indicated in Fig-
ure 6), which constitutes the starting point. Prepare is the first step and will
not be elaborated on here. The rest of the processes follow logically — from
Prepare to Collect, Authenticate, Examinate and then Analyse. Authenti-
cation, is included between the Collection and Examination steps to ensure
the data integrity of the data before the Examination is started. Examina-
tion can modify the contents of the data such as in the case of hidden files,
compressed files and other forms of data obfuscation. The data has to be
authenticated before any of this happens. If this is not done, there might be
a dispute in court concerning the validity of the material.

A decision point follows the Analysis process. The primary investigator
will consider whether to examine more data or to collect more data from the
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original source. Once this decision point has reached depletion an evidence
report is compiled as part of the Report process. This process will include
the compilation of presentable evidence, chain-of-custody reports and com-
plete documentation compiled during the investigation phase. The evidence
document is the output of the Investigation phase.

Eventually the evidence report will be an input to the Presentation process.
This is where the court will also have the opportunity to evaluate the evi-
dence. It should be noted that the present process can be excluded in the
event of not finding sufficient evidence or other relevant factors.

The court finding will be an input to further investigations. This will help
investigators to prepare for unforeseen factors that were previously unknown.

5.2 UML Use Case Diagram

Figure 7 illustrated the Integrated Use Case Diagram for the combined Kruse
and USDOJ DFPMs.

Figure 7 corresponds to a large extent with the separate Kruse and US-
DOJ Use Case diagrams. Collect, Authente, Examine, Analyse and Report
are the required use cases.

The system will interact with the following role players: the Investigator
can be specialised to be either a First Responder or Other. A specialised
Investigator can be any type of Investigator specified by a number of DFPMs.
The Investigator will interact with almost all the use cases. It must be
noted that it is not always the same person investigating the data. Thus the
Investigator does not remain the same person throughout the course of the
investigation.

The Prosecution and Defense will be interested in the steps taken in each
of the use cases. The Court will examine the evidence report generated by
the Report use case. The Court’s interaction will change when there is a
dispute about the steps taken during investigation. In such a case the Court
will evaluate all the use cases. Ultimately, the Court will be interested only in
the findings presented in the evidence report, and it will reach a finding based
on the presented evidence. The Court will also determin the admissibility
and weight of each of the pieces of evidence included in the evidence report.
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Figure 7: InteDFPM Use Case diagram

6 CONCLUSION

The aim of this paper was to model two DFPMs from the current literature.
Activity and Use Case diagrams from the behavioural UML specification were
used for this purpose. An Integrated DFPM (InteDFPM) was proposed by
combining the Kruse and USDOJ DFPMs, after which the InteDFPM was
superimposed on a framework proposed by Köhn [11]. The InteDFPM Use
Case Diagram was also presented.

By modelling the DFPMs using UML, it becomes clear that there are
a number of shortcomings in the design of the DFPMs. Who are the role
players that interact with the system? Neither the Kruse DFPM nor the
USDOJ DFPM makes any definitive statement on who the role players should
be, except that there must be an Investigator. Furthermore, both DFPMs
use different terminology. These problems have been addressed in the paper.
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A very important action that is missing both in the above architecture
and in the DFPM is the criminal act itself. Future work should explore
the possibility of including the criminal act and subsequently including it
into the InteDFPM. Other DFPMs should also be investigated for possible
incorporation into the InteDFPM.
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ABSTRACT

In our modern society telephony has developed to an omnipresent service.
People are available at anytime and anywhere. Furthermore the Internet has
emerged to an important communication medium.
These facts and the raising availability of broadband internet access has led
to the fusion of these two services. Voice over IP or short VoIP is the key-
word, that describes this combination.
The advantages of VoIP in comparison to classic telephony are location in-
dependence, simplification of transport networks, ability to establish multi-
media communications and the low costs.
Nevertheless one can easily see, that combining two technologies, always
brings up new challenges and problems that have to be solved. It is undeni-
able that one of the most annoying facet of the Internet nowadays is email
spam. According to different sources email spam is considered to be 80 to
90 percent of the email traffic produced.
Security experts suspect that this will spread out on VoIP too. The threat of
so called voice spam or Spam over Internet Telephony (SPIT) is even more
fatal than the threat that arose with email spam, for the annoyance and dis-
turbance factor is much higher. As instance an email that hits the inbox at
4 p.m. is useless but will not disturb the user much. In contrast a ringing
phone at 4 p.m. will lead to a much higher disturbance.
From the providers point of view both email spam and voice spam produce
unwanted traffic and loss of trust of customers into the service.

Spam Over Internet Telephony and How to Deal with it

163



In order to mitigate this threat different approaches from different parties
have been developed. This paper focuses on state of the art anti voice spam
solutions, analyses them and reveals their weak points. In the end a SPIT
producing benchmark tool will be introduced, that attacks the presented anti
voice spam solutions. With this tool it is possible for an administrator of a
VoIP network to test how vulnerable his system is.

KEY WORDS

SPAM, Internet Telephony, VoIP, SPIT, attack scenarios
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SPAM OVER INTERNET TELEPHONY AND HOW

TO DEAL WITH IT

1 INTRODUCTION

In the following sections we will discuss the problematic of SPAM over Inter-
net Telephony. The first section will deal with a general SPIT explanation
and classification, followed by a scientific SPIT threat analysis.
In the second section the state of the art in SPIT prevention mechanisms will
be presented and their weaknesses analysed. In the last section we will take
a look at our SPIT benchmark tool (SXSM - SIP XML Scenario Maker) and
how this tool can exploit the weaknesses of anti SPIT mechanisms.

2 SPIT VERSUS SPAM

The focus of this paper is set on the topic of so called SPAM over Internet
Telephony (SPIT). The first aspect to mention is, that although SPIT con-
tains the phrase ”SPAM” and has some parallels with email spam, it also has
major differences. The similarity is that in both cases senders (or callers) use
the Internet to target recipients (or callees) or a group of users, in order to
place bulk unsolicited calls [3]. The main difference is that an email arrives
at the server before it is accessed by the user. This means that structure
and content of an email can be analysed at the server before it arrives at the
recipient and so SPAM can be detected before it disturbs the recipient. As
in VoIP scenarios delays of call establishment are not wished, session estab-
lishment messages are forwarded immediately to the recipients. Besides this
fact the content of a VoIP call is exchanged not until the session is already
established. In other words if the phone rings it is too late for SPIT preven-
tion and the phone rings immediately after session initiation, while an email
can be delayed and even, if it is not delayed, the recipient can decide if he
wants to read the email immediately or not.
In addition to these aspects another main difference between spam and SPIT
is the fact, that the single email itself contains information, that can be used
for spam detection. The header fields contain information about sender,
subject and content of the message. A single SPIT call in contradiction is
technically indistinguishable from a call in general. A SPIT call is initiated
and answered with the same set of SIP messages as any other call.

1
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3 INTUITIVE SPIT DEFINITION

SPIT is described very similar in different publications and the descriptions
can be summarised as ”unwanted” , ”bulk” or ”unsolicited” calls. In [2] e.g.
SPIT is defined as ”unsolicited advertising calls”, which is already a special
form of SPIT. In [3] SPIT is defined as ”transmission of bulk unsolicited
messages and calls” which is a more general definition than the first one,
as it doesn’t characterise the content and includes also messages. Note that
with this definition it is not clear, if the term ”messages” is used in order to
generalise the type of messages that are sent (e.g. ”SIP INVITE” or ”SIP
OPTIONS” messages) or, if it is used in order to include SPAM that is sent
over Instant Messages (SPIM = SPAM over Instant Messages). The most
precise definition is found in [1] where ”Call SPAM” (as the authors call it) is
defined as ”a bulk unsolicited set of session initiation attempts (e.g., INVITE
requests), attempting to establish a voice, video, instant messaging, or other
type of communications session”. The authors of [1] go even one step further
and classify that ”if the user should answer, the spammer proceeds to relay
their message over the real-time media.” and state that this ”is the classic
telemarketer spam, applied to SIP”. We can easily see, that the presented
definitions so far are very similar, but differ in their deepness.

4 SPIT ANALYSIS

The problem with the definitions above, is that they are either to specific or
to general. In order to find a more precise definition, we have to analyse how
SPIT is put into execution and what the goal of the initiator of SPIT is.

In practice the initiator of SPIT has the goal to establish a communication
session with as much victims as possible in order to transfer a message to
any available endpoint. The attacker can fulfil this via three steps. First
the systematic gathering of the contact addresses of victims. Second is the
establishment of communication sessions with these victims and the third
step is the sending of the message.

In the following we will not only discuss, why the process of informa-
tion gathering is part of the SPIT process, but we will also see that it
is the basis of any SPIT attack. In order to contact a victim, the at-
tacker must know the SIP URI of the victim. We can differ permanent
SIP URIs (e.g. sip:someone@example.com) and temporary SIP URIs (e.g.
sip:someone@192.0.2.5).

2
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4.1 Information gathering

At first we will take a look at information gathering of permanent SIP URIs.
If an attacker wants to reach as many victims as possible he must catalogue
valid assigned SIP URIs. The premisses for the Scan attack are the pos-
session of at least one valid account and knowledge about the scheme of SIP
URIs of the targeted platform (e.g. provider).
Let us assume the attacker has a valid SIP account at SIP provider ”exam-
ple.com” and he wants to scan the provider’s network, in order to achieve a
list of valid permanent SIP URIs. Let us also assume that the provider ”ex-
ample.com” distributes SIP URIs that correspond to the following scheme:
The user name of the SIP URI is a phone number that begins with the digits
”555” followed by 4 more random digits. All phone numbers from ”5550000”
to ”5559999” are valid user names of this provider. As the attacker has now
knowledge about all valid user names, he must find out which of them are
already assigned to customers and which of them are not. The attacker can
now step through the whole list of valid SIP URIs and send adequate SIP
messages to each URI and receive information about the status of the tested
URI. The simplest way is sending an INVITE message to each SIP URI and
analyse the answer of the SIP Proxy. If the SIP URI is not assigned, the
SIP Proxy may answer with a ”404 Not found” response, if the SIP URI is
assigned but the user is not registered at the moment, the SIP Proxy may
answer with a ”480 Temporarily unavailable” response and if the SIP URI
is assigned and the user is registered, the call will be established and an-
swered with a ”200 OK” response. When the attacker has stepped through
the whole list and marked all possible SIP URIs, he has a list of assigned
SIP URIs, that can be used for future attacks. Note that it is not necessary
that the scan attack must be fulfilled with an INVITE message, we just dis-
cussed this way as the simplest way, because it already leads to the desired
session establishment. The attacker could also use an OPTIONS request or
a REGISTER request and analyse the reaction of the Proxy. Mainly the im-
plementation of the targeted Proxy decides on which message will grant the
desired information. Some Proxies e.g. respond to all OPTIONS requests
with a ”200 OK” message, even in case of an invalid or unassigned SIP URI.
Now we will take a look at gathering of temporary SIP URIs. Temporary SIP
URIs consist of the user name part and the host part. The user name part
is usually a string or a phone number and the host part is the IP, where the
endpoint can be reached directly. If an attacker has already generated a list
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of valid assigned SIP URIs, he now additionally needs the corresponding IP
addresses of the SIP URIs. In some Proxy implementations the temporary
SIP URIs are published in the ”Contact” header of the response message to
a request. In this case the desired information is achieved in the same way
as the permanent SIP URIs. If the proxy does not provide the IP address in
the SIP responses, the attacker must use a more complex method to achieve
the desired information. Let us assume this time that ”example.com” is
an Internet Service and VoIP provider. The provider assigns IP addresses
of the range 192.0.2.5-192.0.2.155 to his customers and SIP URIs with the
same scheme as described above (555XXXX). Let us assume The customers
have hardphones (e.g. analogue telephone attached to VoIP ready router
or Analog telephony adapter). With this knowledge the attacker can step
through the list of IP addresses and try sending an adequate SIP request
(INVITE,OPTIONS) directly to the endpoint (e.g. to UDP Port 5060) and
analyse the responses in the same way as described above. The attacker can
populate a list of temporary SIP URIs. Note that the temporary SIP URIs
are only valid for a short time period (max. 24 hours), as customers are
usually forced to disconnect their internet connection after a certain period.
Although this procedure is harder to fulfil than the first one, it has the major
advantage, that the attacker doesn’t need valid accounts as premiss. Because
the Proxy is not involved and SIP messages are sent directly to the victim,
the attacker can use any SIP identity he wishes as source address. The client
can not verify the identity, as nearly all existing implementations of clients
accept SIP messages from any source.
Now that we have seen how lists of permanent or temporary SIP URIs can
be achieved, we will discuss the usage of them.

4.2 SPIT session establishment

When the attacker has collected a large number of contact addresses, he can
begin session establishment to the victims. Which list he must use (tempo-
rary or permanent URIs) depends on the communication infrastructure he
wants to use. We can distinguish two possible ways of session establishment:
The attacker can establish a session with sending an INVITE message via
Proxy, which we can call SPIT via Proxy or he can establish a session with
sending an INVITE message directly to the endpoint without involving the
Proxy, which we can call Direct IP Spitting. For SPIT via proxy the attacker
only needs a list of permanent SIP URIs and for Direct IP Spitting he needs
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the list of temporary SIP URIs. Again for SPIT via Proxy the attacker needs
at least one valid user account and for Direct IP Spitting he doesn’t need a
valid account at all.

4.3 SPIT media sending

The last step of the SPIT process is the media sending after the session has
been established. Which type of media is sent, depends on the scenario in
which the SPIT attack takes place. The best scenario classification can be
found in [2] and defines three types of SPIT scenarios:

• Call Centres: In Call centres a computer establishes a call to an entry
of the catalogue and then dispatches the call to a call centre agent who
will then talk to the callee.

• Calling Bots: A calling bot steps through the list of gathered informa-
tion, establishes a session and then sends a prerecorded message.

• Ring tone SPIT: Some VoIP telephones come pre-configured in a way
that they accept a special SIP header information called ”Alert-info”
which may contain an URL pointing to a prerecorded audio file some-
where on the Internet. Obviously, this can be used to play advertising
messages before the call has even been accepted by the user just as
the phone is ringing. An adaption of this method could be a SPIT
attack where the attacker just wants to let the victims phone ring, in
order to disturb the victim. In this special case no media is sent at all
and the session is terminated as soon as the phone rings (e.g. when a
”180 Ringing” is received). Obviously this is the most annoying facet
of SPIT.

4.4 SPIT summary

As we can see now the SPIT process is very complex and has different as-
pects which have to be considered in order to develop countermeasures. The
general definitions that we discussed in the first section are insufficient as a
basis of discussion and do not cover all facets of the problem. In general we
can say, that Spitting describes the systematic scanning of a VoIP network
with the target of gathering information about available user accounts and
the systematic session establishment attempts to as many users as possible
in order to transfer any kind of message.
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5 SPIT COUNTERMEASURES AND THEIR WEAKNESSES

In the following sections we will discuss state of the art SPIT prevention
mechanisms in order to point out their advantages and disadvantages. The
countermeasures are ordered by type and not by publication. As a matter
of fact most publications define a set of countermeasures as a solution to
mitigate SPIT. Nevertheless we will discuss every method on it’s own and not
the orchestration of different mechanisms. Note that only those techniques
are listed, that have crystallised in research.

5.1 Device Fingerprinting

The technique of active and passive device fingerprinting is presented in [4]
and is based on the following assumption:
Having knowledge about the type of User Agent that initiates a call, helps
finding out whether a session initiation attempt can be classified as SPIT or
not. The assumption is based on the analogy to e.g. HTTP based worms.
As described in [4] these types of worms have different sets of HTTP headers
and different response behaviour, when compared to typical Web browsers.
So if we can compare the header layout and order or the response behaviour
of a SIP User Agent with a typical User Agent, we can determine if the ini-
tiated session establishment is an attack or a normal call.
The authors describe two types of techniques that can be used for that pur-
pose ”Passive and Active Device Fingerprinting”.

5.1.1 Passive Fingerprinting

The e.g. INVITE message of a session initiation is compared with the IN-
VITE message of a set of ”standard” SIP clients. If the order or appearance
of the header fields does not match any of the standard clients, the call is
classified as SPIT. The fingerprint in this case is the appearance and the
order of the SIP header fields. The authors of [4] present a list of collected
fingerprints of standard hard and soft phones.

5.1.2 Active Fingerprinting

User Agents are probed with special SIP messages and the responses are
analysed and compared with the response behaviour of standard clients. The
fingerprint in this case is the returned response code and the value of certain
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header fields. If the fingerprint doesn’t match any of the standard clients, the
call is classified as SPIT. The authors recommend the sending of specially
crafted standard compliant and non compliant OPTIONS requests, in order
to analyse the response behaviour of a client.

5.1.3 Weakness of Device Fingerprinting

The weakness of passive fingerprinting is described by the authors of [4]
themselves. As passive fingerprinting only analyses the order and existence
of the header fields of an INVITE message, an attacker simply needs to order
the header fields in the same way as one standard client. In that case the
passive fingerprinting mechanism can’t detect the attack.
We can state nearly the same for active fingerprinting, as an attacker only
needs to behave like one standard client when receiving unexpected or non
standard compliant SIP messages. It is very simple for an attacker to develop
an attacking SIP client that behaves exactly like a standard client, as he can
use the same SIP Stack or imitate the behaviour of SIP Stack of a standard
client. We can call this attack Device Spoofing and any attacker, who is
able to spoof a device can nott be identified.
As Device Fingerprinting is discussed as a server side anti SPIT mechanism,
it is useless against Direct IP Spitting as the clients don’t have any chance
to verify the fingerprint of the attacking client.
In the end we will take a look on practical issues of Device Fingerprinting.
When we take a look at today’s VoIP universe, we will find out that there
exist a vast variety of hard- and softphones. Each of this phones has it’s own
SIP Stack and even within a product family header layouts and behaviour
differ even between two versions of the same device. The result is, that an
administrator who uses Device Fingerprinting in order to protect his system,
must always keep the list of fingerprints up to date. Comparing the INVITE
message of a caller with an old or incomplete fingerprint list, can lead to
blocking the call although the call is not a SPIT call. Let us e.g. assume
that a caller uses a standard client and that the manufacturer sends out a
firmware upgrade, that makes major changes to the SIP Stack. Any calls of
this user are blocked or marked as SPIT, until the administrator of the VoIP
network updates the fingerprint list and this procedure will repeat any time
a new firmware version is rolled out or new clients are released.
Taking it even one step further, we can see, that as more and more clients
and versions are released, the fingerprint list will become wider and wider
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and in the end nearly any combination of e.g. header fields will be present in
the list. The main problem of device fingerprinting is that it is derived from
a HTTP security technique. In that scenario only few clients (web browsers)
from few developers exist, in contradiction to the VoIP world.

5.2 White Lists, Black Lists, Grey Lists

The White List technique is presented e.g. in [2] [1] and works as follows:
Each user has a list of users that he accepts calls from and any caller who
is not present in the list will be blocked. In addition the private White
Lists can be distributed to other users. If e.g. a caller is not present in the
White List of the callee, White Lists of other trusted users can be consulted
and their trusted users (up to a certain level), however this technique needs
additional mechanisms. Black Lists are the contradiction of White Lists and
contain only identities, that are already known as spammers. Any call from
a caller whose identity is present in the callee’s Black List is blocked. Even
Black Lists can be implemented as distributed Black Lists, where a callee can
consult the Black Lists of other users. Grey listing works as follows: On initial
request of an unknown user (not in White List) the call is rejected and the
identity is put on the Grey List. As stated in [2] in case the caller tries calling
back within a short time period, the call will be accepted. An adaption of
this technique is described in [1] as Consent Based Communication. In case
of Consent Based Communication the call of an unknown caller is initially
blocked and put on the Grey List. The callee can consult the Grey List and
decide, if he will accept future calls from this identity or block it permanently.

5.2.1 Weaknesses of White Lists, Black Lists, Grey Lists

Black Lists can not really be viewed as a SPIT countermeasure, because
additional methods are needed to classify a caller a Spitter. A Black List on
server side would require e.g. statistical methods for classifying a caller as
Spitter. In case of a client side Black List, the user must mark a caller as a
Spitter, e.g. after receiving an initial SPIT call from this caller. Both server
side and client side Black List are very useless against Direct IP Spitting for
different reasons. Server sided Black Lists are bypassed by Direct IP Spitting,
because the SIP messages are sent directly to the client. Client sided Black
Lists are circumvented by Direct IP Spitting, because the caller can take on
any identity in order to place calls. So if one identity is blocked he can simply
switch the Identity. We can call this attack SIP Identity Spoofing and
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any attacker who can spoof SIP identities, can easily bypass Black Lists.
White Lists are at first sight harder to circumvent than Black Lists, because
the attacker has no knowledge about the entries of the White List of the
victim. So even if he wants to spoof an identity, the attacker doesn’t know
which identity he must take on, in order to place a successful call. In case of
Direct IP Spitting the attacker could simply try out all existing accounts with
a brute force attack until he finds out which identities are not blocked. A less
exhausting procedure can be performed in case of distributed or imported
white lists [2]. In that scenario the attacker needs one valid account. After
adding the victim to the attacker’s white list, he can now select that he wants
to import the white list of the victim. So he can get access to all entries of
the victim’s white list and can spoof these identities e.g. in a Direct IP
Spitting attack. The Grey List mechanism can be bypassed the same way as
White List mechanisms, as it just represents a mechanism that allows first
time contact. All in all we can say, that any attacker who is able to perform
SIP Identity Spoofing, can bypass Black Lists, White Lists and Grey Lists.
In the end we will take again a look at the practical side of the presented
mechanisms. The concepts of Black, White and Grey Listing are derived
from the Instant Messaging world, where it is a matter of course, that users
first ask for permission, before they are added to another user’s buddy list
and only buddies can communicate with each other. When a user receives a
communication request, he receives the profile of the other user containing
e.g. nick name, email address, full name or even profile photo. On basis
of this information, the user can decide and is able to decide, if he wants to
accept messages in future from that party or not. Taken to the VoIP scenario
this mechanism seems very impractical as the introduction problem has to
be solved. Let us assume e.g. an employee of a bank wants to call one of his
customers. In case of white listing the call can not be successfully routed to
its target, as customers usually don’t have the phone numbers of employees
of their home bank listed in the White List. The decision basis for accepting
or rejecting a call is simply the phone number that is sent by the caller. If
the call is rejected at first (Grey listing) the callee must decide if he wants
to accept future calls and he must base this decision on the phone number.
We can easily see that this fact is very impractical.
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5.3 Reputation Systems

Reputation based mechanisms are described in [5] or in [1] and can be sum-
marised as follows: After receiving a call, the callee can set a reputation value
for the caller, that marks this caller as Spitter or not. This reputation value
must be assigned to the identity of the caller and can be used for future ses-
sion establishment requests. This technique can be used e.g. as attachment
to Grey listing [1] in order to provide a better decision basis. The authors of
[5] explain that the user feedback can be used additionally for calls that were
not detected by other SPIT preventing components. The way the reputation
value is generated can differ. The SPIT value can be e.g. an additional SIP
header, or included in a special error response code or distributed via SIP
event notification mechanism. Reputation systems can be either based on
negative or positive reputation values. This means that in first case only
Spitters are marked with negative values or in second case ”normal” callers
are marked with positive values.
An adaption of this method can be found in [6] where user feedback is com-
bined with statistical values in order to calculate a reputation value. The
reputation value is e.g. composed of a value representing the number of
times an identity occurs in other users’ Black Lists, call density, call length
or similar statistic values. The assumption behind this approach is that the
calculated value will differ much between ”normal” users and spitters.

5.3.1 Weakness of Reputation Systems

Reputation systems that are based on negative reputation can be bypassed
in same way as Black Lists [1]. A user with a negative reputation can be
viewed as globally blacklisted as his calls are blocked e.g. for any user (this
depends on the policy that is used). Nevertheless an attacker that is black
listed simply needs to gain access to a new ”clean” account. In case of a SPIT
value as SIP header, the SPIT value can be spoofed by the attacker (e.g. with
Direct IP Spitting) and we can call this attack SIP Header Spoofing. The
attacker can simply set or change values of header fields, when he uses Direct
IP Spitting.
In addition an attacker can create several accounts with the aim of pushing
the SPIT value of one account up or down (depending on implementation).
This attack can be called Reputation Pushing or Pulling.
Again we will also take a closer look of practical issues of the anti SPIT mech-
anism. At first we must admit, that Reputation systems are more auxiliary
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features than SPIT blocking mechanisms. The reason for this argumentation
is, that the user must classify a call as SPIT via a button or by entering a
value. This value is used for future decisions on that SIP identity. So ini-
tially SPIT is not prevented by this technique. Then the SPIT value of an
identity has to be shown to callees, so that they can decide about accepting
or rejecting the call. Let us assume a Spitter has achieved a SPIT value
or SPIT probability of e.g. thirty percent and then calls a victim. What
should happen now? When the call is forwarded to the user and the value
is e.g. shown in the display of the callee’s phone, he can decide to accept
or reject the call on a better decision basis. The problem is that anyhow
his phone rings and that is what should be prevented. He could have just
picked up the call and listened the first 5 seconds to know that it is SPIT.
So the SPIT value didn’t just add one percent of benefit. On top of this
fact attackers could misuse the scoring system and create enough accounts
in order to threaten ”normal” users with collectively giving them negative
reputation [1]

5.4 Turing tests, Computational Puzzles

Turing test are tests where the caller is given a challenge, that a human can
solve easily and that is hard to solve for a machine. Therefore Turing tests
or CAPTCHA (Completely Automated Public Turing test to tell Computers
and Humans Apart) are tests, that countermeasure Calling Bot attacks in
VoIP scenarios. Turing tests in VoIP scenario work as follows: On initial
call establishment attempt, the caller is transferred to an interactive System
where he is challenged with a task e.g. dialing 5 digits that he is hearing
(so called Audio CAPTCHA). While the numbers are read out background
music or any other kind of noise is played, so that speech recognition systems
can’t be used to solve the task. A human caller in contradiction will solve
the task without difficulties and only if the task is solved, the call will be
forwarded to its destination. Turing tests can be used in combination with
white lists, solving the introduction problem as described in [8].
Computational Puzzles seem at first sight very similar to the Turing tests
concept. As described in [7] a SIP Proxy or User Agent Server can request
from a User Agent Client (caller) to compute the solution to a puzzle. The
goal of this method is to raise CPU costs of a call and so reduce the number
of undesirable messages that can be sent. Turing test in contradiction have
the goal to block non-human callers, as described above. According to [7] the
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puzzle, that has to be solved, could be finding a pre-image that will SHA1
hash to the correct image. This means that the UAC will be challenged with
a SHA1 hash of a value and the UAC must find out (by computing it) which
value has been hashed.

5.4.1 Weakness of Turing tests and Computational Puzzles

Turing tests seem at first sight very effective for SPIT prevention in combi-
nation with white lists, but nonetheless have weak points. The first approach
of bypassing Audio CAPTCHA is relaying the CAPTCHA to human solvers.
An attacker could pay cheap workers, who are only hired to solve Audio
CAPTCHA. In countries with cheap labour this would raise the costs per
call only marginally [1]. In order to reduce the costs, an attacker could even
e.g. set up an adult hotline and could dispatch Audio CAPTCHA to the
customers of this service. This technique is known from visual CAPTCHA
where the images from CAPTCHA protected sites are copied and relayed to
a high traffic site owned by the attacker. All in all we can state, that an
attacker who can detect CAPTCHA and relay it to human solvers is able to
bypass Turing tests and we can call this attack CAPTCHA Relay Attack.
Computational Puzzles can not be viewed as SPIT prevention mechanisms,
as attackers usually possess high computational power. So Circumventing a
system protected by Computational Puzzles, doesn’t even demand a special
attack. The attacker just needs sufficient CPU power.
In the end again we will take a look at some practical issues of the described
techniques. As far as Turing tests are concerned, we can see, that this method
is very intrusive. User Interaction is forced every time a caller is not present
in the White List of a callee.
The difficulty with Computational Puzzles is, that different VoIP endpoints
have different abilities in computational power. So if the task is to hard to
solve (consumes too much CPU power), session establishment will be delayed
very much for e.g. a low-end cell phone, while attackers with high CPU power
PCs won’t be concerned much. With this fact Computational Puzzles are
very ineffective and contra productive, as they only bother ”normal” users.

5.5 Payments at risk

Payments at risk mechanisms can be used in order to demand payment from
an unknown caller. In [1] this technique is described as follows: If user A
wants to call user B, he must first send a small amount of money to user B.

12

Proceedings of ISSA 2008

176



When User B accepts the call and confirms that the call is not a SPIT call,
the amount will be charged back to user A. With this technique it is possible
to raise costs for SPIT callers while keeping ”normal” calls cheap. In [1] it
is described as an auxiliary technique that solves the introduction problem
of White lists, tis means, that payment is only required for callers who are
not on the White list of callee. In general the payment could be demanded
for every call, but this would make the telephony service more expensive.
An adaption of this method is described in [9], here the Payment technique is
used in combination with a SPIT prediction value that is computed at server
side. If the SPIT likelihood is high the call is rejected, if the SPIT likelihood
is small the call is forwarded to the callee and if the SPIT likelihood value
is in between payment is demanded automatically. Only if the payment is
fulfilled the call will be forwarded to its target. The difference between the
two approaches is, that in the first case the payed amount is only charged
back for non SPIT calls and in the second case, callers who reject payment
are treated as Spitters.

5.5.1 Weakness of Payment at risk

In which way Payment at risk can be bypassed depends mainly on the way
it is implemented. As described demanding payment for each call won’t be
very realistic, because this would require a high administrative overhead and
more costs for service providers. Let us assume Payment at risk combined
with White listing as in the first example, so that payment is only required
for callers that are not present in the callee’s White List. In this case a caller
could simply spoof identity as described in the section about White List.
In the second scenario, where Payment at risk is combined with a Reputation
system, the attacker just needs to achieve an adequate reputation value, as
described in the corresponding section.
Let us even assume, that Payment at Risk is used for every call. Even In
that case an attacker could circumvent it, by impersonating as another user,
so that he can establish calls and shift the costs on to ”normal” customers.
In which way this kind of SIP Identity Hijacking attack is fulfilled is an
other question and out of scope for now.
Besides the technical aspects, practical issues of Payment at Risk are nu-
merous. At first the relative high costs, that are required for micropayment
will must be viewed, the inequities in the value of currency between sender
and recipient [1] and the additional interactions that a user must take (e.g.

13

Spam Over Internet Telephony and How to Deal with it

177



confirming a call from an unknown party as non SPIT).

5.6 Intrusion Detection Mechanisms, Honey phones

Intrusion Detection Systems are (generally described) systems, that can be
used for detection of any kind of abnormal behaviour within a e.g. network
and so reveal attacks. An implementation of this technique is presented in
[10] based on the Bayes inference approach combined with network monitor-
ing of VoIP specific traffic. The Intrusion Detection System is designed as
a defence mechanism against different VoIP specific attacks including scan
attacks and SPIT attacks. For every attack a conditional probability table
(CPT) is defined for variables such as request intensity, error response inten-
sity, parsing error intensity, number of different destinations, max number of
dialogues in waiting state, number of opened RTP ports, request distribution
and response distribution. Let us look at e.g. the CPT for the number of
different destinations variable: For a SPIT attack the likelihood of having
more than 7 different destinations is set to 1 and the likelihood of having up
to 7 different destinations is set to 0. The concept behind this technique is,
that the different attacks affect these variables in different ways, e.g. a SPIT
attack usually has a higher probability of a higher number of destinations
than normal traffic. So a belief of a network trace can be calculated with the
aid of likelihood vectors that were defined in the CPT. In the end the trace
can be categorised as an attack or normal trace (refer to [10] for detailed
description).
Honey phones can be used as part of an Intrusion Detection Systems as de-
scribed in [2] [11] and can be viewed as VoIP specific Honeypots. A Honeypot
represents a part of a network that is not accessible by ”normal” users and
therefore any access to the honeypot can be viewed as an attack. VoIP spe-
cific honeypots can be used in order to detect Scan attacks or SPIT attacks.
As described in [11] the Honeypot is implemented as a complete parallel VoIP
infrastructure, that is logically and physically separated from the normal net-
work and so simulates a whole VoIP network. Let us assume a Scan attack
as described earlier. When the attacker sends e.g. OPTIONS or INVITE
requests to valid assigned permanent URIs they are forwarded through the
normal SIP network (Proxy, UAC), but when the attacker tries to send an
OPTIONS request to an unassigned or invalid SIP URI the request will be
forwarded to the Honeypot, where the requests can be monitored and treated
adequately. The authors of [11] propose call analysis in order to determine
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attack characteristics, interaction with the originator in order to determine
the source of the attack and blocking of the calls, as adequate treatment.
The monitoring system of this approach works as follows: A day is divided
into sections of specified time (e.g. one hour). For each section a predefined
metric is calculated (e.g. number of calls, number of different recipients, av-
erage duration of a call) matching predefined events (e.g.call). In the learning
phase (e.g. a month), daily statistics are built to extract a long term account
profile (e.g. daily average of the number of calls for each section). In the
detecting stage (e.g. a day), a short term profile is compared to the long
term one by using an appropriate distance function (e.g. Euclidean distance,
quadratic distance, Mahalanobis distance). A recent profile which is quite
different from the long term one indicates possible misuse. Another method
is to study non stationary features of an account, for example the distribu-
tion of calls over all callees or the shape of the callees’ list size over all dialed
calls. By comparing changes of a distribution over the time by using of an
appropriate distance function (e.g. Hellinger distance), sudden bursts may
be detected and treated as abnormalities [11].

5.6.1 Weakness of Intrusion Detection Mechanisms, Honey phones

Intrusion Detection Systems base on the assumption, that the characteristics
of attacks differ much from characteristics of normal calls. At first sight this
assumption seems logic, as e.g. within a SPIT attack, the attacker calls hun-
dreds or thousands of victims within an hour, while a normal user wouldn’t
even send out one percent of this amount of calls. Nevertheless the attacker
has two possibilities in order to bypass detection by an Intrusion Detection
System. The first is to align his behaviour with the behaviour of normal
users, e.g. adjust the call rate to 5 calls per hour. Obviously this technique
is hard to fulfil, because this would make an attack very inefficient as it
would consume too much time, but on the other hand the goal of a spitter
is not to reach as much users as possible within the shortest time period.
Reaching e.g. thousand users with a call rate of 5 calls per hour would take
approximately 8 days. We can call this technique Call Rate Adaption,
this means that an attacker is able to adjust his call rate (e.g. number of
calls per time slot, number of simultaneous calls). As the call rate is not the
only variable that is used in order to detect abnormal behaviour an attacker
can use a second technique in order to not be detected by Intrusion Detec-
tion Systems. The attacker can use different accounts for his attacks, so
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that statistic values are spread over several accounts. Let us assume that an
attacker has one hundred valid user accounts. With this amount of accounts
he can partition the targeted user accounts into one hundred groups and use
only one account per group. The users from group one are only called with
account one and so on. It is harder for a monitoring system to detect attacks
that are originated from different sources, as there must be a technique to
correlate partial attacks to one complete attack. This technique can be called
Account Switching, as the attacker switches the used account while he is
performing an attack.
Honeypots are very effective against scan attacks as anyone who tries to
reach invalid or unassigned identities, will be trapped and so Honeypots are
very effective against SPIT. When the Spitter can’t scan the network for as-
signed and unassigned numbers, he is forced to view all numbers as assigned.
When he views all numbers as assigned, he will sooner or later step into
the trap, because he will establish calls to endpoints, that are part of the
Honeypot. Nevertheless attackers can trick the Honeypot mechanism with
SIP Identity Hijacking. When an attacker impersonates the accounts of
normal users and then performs SPIT attacks with this normal accounts, he
will access end points in the Honeypot system with normal accounts. So the
assumption that accesses to the Honeypot are only established by attackers
is lapsed.
In the end we will take again a look at the practical issues of the presented
solutions. The practical problem with intrusion detection systems in general
is, that they base on statistical assumptions that are not verified. The ques-
tions that has to be solved is: Where is the borderline between normal usage
and abnormal usage? The publishers state that statistical values are assumed
or derived from attack characteristics, but in order to reduce the rate of false
negative and false positive classifications, the knowledge basis must be pre-
cise. So we can say that what we lack, is knowledge of SPIT characteristics
as we nowadays can’t really distinguish SPIT from normal traffic unless the
SPIT attacks are excessive. Honeypots have the disadvantage, that they only
detect access to invalid or unassigned accounts, this means that an attacker
who only accesses valid accounts won’t be handled by a honeypot.

5.7 Summary

We can finally say, that we have seen SPIT countermeasures with different
weak points. All of the presented ideas have technical and practical weak
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points, that can be exploited by attackers in order to circumvent these tech-
nique. An attacker who is able to perform Device Spoofing, SIP Identity
Spoofing, SIP Header Spoofing, Reputation Pushing or Pulling, CAPTCHA
Relay Attack, SIP Identity Hijacking, Call Rate Adaption, and Account
Switching has a good repertoire, that enables him to bypass any of the pre-
sented techniques or combinations of them. An attacker now needs a tool
that aggregates the presented attacks.

6 SIP XML SCENARIO MAKER

In the following sections we will introduce our SPIT producing benchmark
tool, that implements the presented attacking techniques.

6.1 Technical Basis

SXSM is based on SIPp developed by HP [12]. SIPp is an Open Source
test tool and traffic generator for SIP. SXSM expands SIPp with the ability
to quickly create custom SIP scenarios via a graphical user interface (GUI),
execute created scenarios and evaluate the result of the execution. The func-
tionality is fulfilled by two different editing modes and one execution mode.

6.2 Message Editor

The message editor delivers the basis functionality, the ability to create cus-
tom SIP Messages. SIP messages are the smallest elements of SIP scenarios,
as SIP scenarios are sequences of SIP messages.
Within the message editor, the user can configure the layout of each and
every SIP message, that can be used in the scenario editor (explained later).
Additionally the messages can be grouped into sets, so that the user can
create e.g. two differently composed INVITE messages and put one into
set A and one into set B. Later the user can distinguish the two INVITE
messages, because they are in different sets. In the message editing mode
the user can even compose or modify existing SIPp control messages (e.g.
pause commands) that can be used in order to control the behaviour during
execution. SXSM comes preconfigured with a set of standard messages that
can be used as orientation in order to compose own messages.
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6.3 Scenario Editor

The scenario editor is the core element of SXSM. In this mode the user can
create SIP scenarios, based on the bricks created in the message editor. Even
the scenarios can be grouped in different sets. The user must chose a name for
a scenario and can then select from the list of messages, the messages he wants
to add to the scenario and in which order they should appear. Afterwards
the user can edit the scenario, that is presented as an XML file, in detail. Let
us assume the user wants to create a scenario where an INVITE message is
sent, then a ”100 Trying” is received, then a ”180 Ringing” is received then
a ”200 OK” is received. In this case the user simply selects these messages
and adds them to the scenario, saves the scenario file and work is done.

6.4 Shoot Mode

The shoot mode represents the execution mode. In this mode the user can
put previously created SIP scenarios into a sequence, execute them one after
the other and evaluate the results presented.
The user selects scenarios from the scenario list and adds them to the shoot
list, then he configures the call rate (calls per time period), then he enters
information about the target (remote IP, remote port) and about himself
(local IP, local port). After this information has been provided, he must
provide information about the SIP identities, that should be used for the
execution. The user can choose, if he wants to use fixed values for both
source and target SIP URI or inject values from an external CSV file. In
first case he must provide a user name for the targeted SIP URI and this
user name will be used for each and every call, that is executed through the
shoot list. If the user wants to inject values from an external CSV, he must
specify the location of the file. After all parameters have been set, the user
can execute the shoot list. SXSM then feeds SIPp with the input data and
waits until the scenarios are executed. When the execution is fulfilled, SXSM
evaluates the exit codes, that were generated by SIPp. The following exit
codes are considered:

• 0: All calls were successful

• 1: At least one call failed

• 97: exit on internal command. Calls may have been processed. Also
exit on global timeout

18
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• 99: Normal exit without calls processed

• -1: Fatal error

Based on the exit code a success rate is calculated and displayed. If e.g. all
scenarios of the shoot list completed with exit code ”0” then the success rate
is ”100”. Additionally log files will be presented for each scenario, that can
be used for debugging purpose in case of failed scenarios.

6.5 Using SXSM as attack tool

As SXSM is implemented within a very broad and modular context, it can be
used for all SIP testing purposes and in special as a SPIT producing attack
tool. In the following we will discuss how the different attacks, that were
presented in the previous sections, can be put into practice.

6.5.1 Device Spoofing

The Device Spoofing attack is an attack, that has two facets. As we discussed
earlier device fingerprints can be derived from the layout of the SIP messages
or from the behaviour. The layout of SIP messages can be manipulated
within the message editor of SXSM. If a user wants to imitate the message
layout (presence and order of SIP headers) of a device, he simply needs to
create a new set of SIP messages, name the set after the device and create
the desired SIP messages, according to the wished layout.
The behaviour of the client can be manipulated within the scenario editor.
The ability to create scenarios that contain branch points eases this process.
A scenario can then contain a section for every message that can be received.
The user must only put tests into the scenario with the scheme ”if message
x is received jump to section y”.

6.5.2 SIP Identity Spoofing

Identity Spoofing in its simple form is provided by inserting the wished SIP
URI in the ”From” and ”Contact” header of the SIP messages. If the user
wants to inject the SIP URI from an external CSV file he must specify this
in the scenario file. The user simply needs to put the expression ”[fieldn]”
where n represents a number (the column of the CSV file) at the position
where the user name is usually placed in the ”From” or ”Contact” header
according to the following scheme:
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From: [field0] <sip:[field1]@[local ip]:[local port]>;
Here the first column of the ”caller.csv” file contains the name of the identity
and the second column contains the user name part of the SIP URI.

6.5.3 SIP Header Spoofing

SIP Header Spoofing can be fulfilled with two different approaches. The first
one is to create custom SIP messages with the message editor and set headers
and header values as wished. The second is using standard SIP messages and
change values of headers with the detail view of the scenario editor. The first
one should be preferred, if the user wants to create a lot of scenarios with the
same header value and the second variant should be used, if the user wants
to tweak values only once in a while.

6.5.4 Call Rate Adaption

The Call Rate Adaption attack can be fulfilled within the shoot mode. The
user just needs to add a scenario to the shoot list and adjust the values for
call rate. He can put e.g. ”Scenario X” into the shoot list and set the call
rate to 10 times per second and stop as soon as 100 calls have been finished.
With this method it is possible to control in detail how many times in what
time period a scenario is executed. As one and the same scenario can be
present several times in the shoot list, the user can define the behaviour very
precisely. So he can e.g. determine that ”Scenario X” should be executed
100 times with a call rate of 10 calls per second and then 20 times with a
call rate of 2 calls per second. Note that the phrase ”call” means one pass
of scenario from beginning to end and does not mean that a call is actually
placed. A scenario could e.g. consist of sending an OPTIONS request and
receiving the answer.

6.5.5 Account Switching

The Account Switching attack is a special form of SIP Identity Spoofing
and can be fulfilled by providing an external CSV file with appropriate data.
Let us assume the user wants to place 100 calls to hundred different targets
with ten different SIP identities. The CSV file for the callee should contain
hundred rows and each row should contain the user name of the targeted
URI. The CSV file for the caller should contain 10 rows and each row should
contain one of the ten user names, that should be used as source. Including

20

Proceedings of ISSA 2008

184



the SIP identities for the caller can be fulfilled with the mechanism described
in the section about SIP Identity Spoofing. Including the SIP identities of
the target can be configured in the shoot mode by selecting the external CSV
file as target.

6.5.6 Reputation Pushing or Pulling

Reputation Pushing or Pulling is very dependent of the implementation, but
can be fulfilled in a generic way. The user simply needs to create two scenar-
ios. One, that sends out a call and one, that receives a call. The receiving sce-
nario should include e.g. a positive reputation value into the BYE message.
Note, that this is the point where it is implementation specific, as it depends
on the implementation of the Reputation System where the reputation value
must be put. Then the user must launch two instances of SXSM and shoot
out the calling scenario with one instance and the receiving scenario with
the other instance. Combining this technique with Account Switching for
the call receiving side can lead to the desired effect of Reputation Pushing
or Pulling.

6.5.7 SIP Identity Hijacking

SIP Identity Hijacking is again very implementation dependant. but we can
take a look at a simple attack derived from [13]. The registration hijacking
attack is presented as follows:

1. Disable the legitimate user’s registration. This can be done by:

• performing a DoS attack against the user’s device

• deregistering the user (another attack which is not covered here)

• Generating a registration race-condition in which the attacker
sends repeatedly REGISTER requests in a shorter timeframe (such
as every 15 seconds) in order to override the legitimate user’s reg-
istration request.

2. Send a REGISTER request with the attacker’s IP address instead of
the legitimate user’s

With SXSM this process could be put into practice, by creating scenarios for
each of the presented steps and execute them one after the other, but as the
Session Hijacking attack has a variety of aspects, that have to be considered
we will not discuss this matter in detail for now.
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6.5.8 CAPTCHA Relay Attack

The CAPTCHA Relay Attack can be fulfilled with the Third Party Call
Control (3PCC) mechanism. With this mechanism it is possible for SIPp
(and therefore for SXSM) to create a communication session with several
remote endpoints and so relay e.g. calls. The procedure is fulfilled as follows.
The Attacker calls the victim, who sends the Audio CAPTCHA. In response
the attacker calls human solver and ”REFER”s the victim to him. As the
result the victim accepts and the human solver solves CAPTCHAs.
As this attacks is as good as the used CAPTCHA detecting algorithm, the
technique must be adapted to future implementations of both CAPTCHA
generators and detecters.

7 CONCLUSION

This paper described the main aspects, that should be considered by devel-
opers of anti SPIT solutions. We saw, that a precise problem definition is
mandatory for SPIT research, as we can only cover all aspects, if we clearly
know which problems have to be faced. Then we saw, that state of the art
anti SPIT mechanism still embody both technical and practical weak points,
that can be viewed as vulnerabilities. In the last part of this paper we got
an impression of how this vulnerabilities can be abused by attackers, with
a simple attack tool, whose power lays in full control over the SIP protocol.
The next step of research should consider the presented attacks and develop
mechanism that blank out these vulnerabilities.
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ABSTRACT

This paper replicates and extends Observed Trends in Spam Construction

Techniques: A Case Study of Spam Evolution. A corpus of 169,274 spam
email was collected over a period of five years. Each spam email was tested for
construction techniques using SpamAssassin’s spamicity tests. The results of
these tests were collected in a database. Formal definitions of Pu and Webb’s

co-existence, extinction and complex trends were developed and applied to
the results within the database. A comparison of the Spam Evolution Study

and this paper’s results took place to determine the relevance of the trends.
A geolocation analysis was conducted on the corpus, as an extension, to
determine the major geographic sources of the corpus.
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SPAM CONSTRUCTION TRENDS

1 INTRODUCTION

Unsolicited commercial email, more commonly known as spam, has placed
an increasing burden on global human, computational and bandwidth re-
sources. There is little argument over the proliferation of spam, which has
seen significant increases in the quantity and frequency of its distribution into
users’ inboxes [2, 4]. Current estimates of the scale of the spam problem have
identify that up to 80% [10] of all attempts to send email are spam related.
The advent of filters which adapt to statistically identifiable components of
spam has been met with spammers using increasingly complex construction
techniques [1]. Spam has been shown to have a detrimental effect on the end
user’s perception of the integrity of email and their overall Internet experi-
ence [2]. Due to the quantity of spam and the effect this is having, there is
a need to improve upon existing anti-spam techniques.

Significant research has been conducted into methods of spam detection,
however little attention has been given to the analysis of spam construction
trends, particularly the continuity of these techniques [5]. An understanding
of whether spam emails’ structures significantly vary is a critical factor in
dealing with spam. Changes in the structure of spam emails, over a period,
can be used to ratify specific anti-spam efforts’ effect. This paper extends
the framework developed by Pu and Webb [11], hereon referred to as the
Spam Evolution Study, to further the analysis of spam construction trends.

A large corpus of spam emails was collected and processed through SpamAs-
sassin [9] using a distributed processing architecture. SpamAssassin identifies
the components which make up each spam email using a number of rule based
spamicity tests. A complete history of the relative frequency of each com-
ponent over the period of a corpus of emails is developed. Each component
is then classed using Pu and Webb’s original trends: co-existence, extinction
and complex. Formalised descriptions of these trends are developed. The
results of our trend analysis is then compared to Pu and Webb’s results.
Further extensions are made by associating each spam email with its geopo-
litical origin, based on the IP addresses of the sending mail transfer agent

(MTA).
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2 THE CORPUS

Two significant corpora were collected, combined and analysed. The first cor-
pus consisted of a personal MTA’s spam collection of 101,170 cataloged spam
emails. This corpus was collected between July 2003 and July 2007, using a
combination of hand sorting, Bayesian filters, DNS blacklists (DNSBL) and
SMTP protocol conformity tests to updated the corpus. The second corpus
consisted of 68,104 spam emails, collected from January 2006 until August
2007. This corpus represents a user base of approximately 3,000 schools users.
This corpus is particularly of interest, as it contains spam which has evaded
a far-side MTA performing DNSBL and SMTP protocol conformity tests.
A large portion of this corpus consisted of spam containing MIME-encoded
viruses, amounting to 2.4Gb of decompressed data.

Emails which originated from local hosts, as well as erroneous files, were
removed from the combined corpora of 201,288 emails. The final size of the
combined corpora is 169,274 spam emails. As with the Spam Evolution Study

fluctuations in the quantity of spam are normalised. The normalisation is
performed by dividing the spamicity count by the total number of messages
per month, determining the relative state of the various spamicity tests each
month.

3 DISTRIBUTED PROCESSING ARCHITECTURE

SpamAssassin 3.2.3 [9] formed the most computationally intensive portion
of the study. SpamAssassin is the open-source project used in the Spam

Evolution Study, and was the basis for characterising the various components
of a spam email. SpamAssassin uses a number of methods to evaluate the
likelihood of an email being spam, these include header and text analysis,
DNSBL, statistical and collaborative filtering. These methods are collectively
referred to as spamicity tests. Initial testing indicated that SpamAssassin
was prohibitively computationally intensive when applied to the complete
corpus. A distributed processing architecture was developed to decrease the
analysis period. The architecture distributes the corpus amongst a number
of processing nodes, each running a SpamAssassin instance. Spam emails are
then processed in parallel on each node. The results are then submitted by
each node to a database for analysis. The details of the implementation and
performance of the architecture are further described in [3].
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Figure 1: Complex
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Figure 2: Extinction
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Figure 3: Co-existence

4 SPAM MODEL

Formal definitions of the Spam Evolution Study’s trends are developed in
this section. An iterative process, built on a testing framework, was used to
develop the algorithms and extract the trend groups from the corpus. The
framework generated a graph of each spamicity test. Each graph depicted
the spamicity test’s frequency, as a percentage of the total number of email
for each month, over the duration of the study. Examples of these graphs
can be seen in figures 1, 2 and 3. Further details of this framework are found
in [3]. Each graph was categorised based on the trend algorithms, and a
comparison to the data would follow to determine the accuracy of the trend.

4.1 Environment Model

To allow for more formal definitions of these algorithms, further definitions
of the environment are required. The months during which the testing
took place occurred between the start month 1 until the final month M ,
and are defined as months := {m ∈ N|1 ≤ m ≤ M}. The total pe-
riod, Ptot, describes the entire testing period, which is defined as Ptot :=⋃

M

i=1 #Pi. The sub-period, which is to say the days within a month, is
defined as Pt := {n ∈ N|nt, . . . , nt+1}where t ∈ months. During this
period, we measure each spamicity test out of a possible set of spamicity
tests. We shall refer to a particular spamicity test s where s ∈ spamicity

and spamicity is defined as the set of all spamicity test, spamicity :=
{BAD_CREDIT, HELO_OEM, . . .}. Emails are, for the purposes of this
analysis, only seen as subsets of spamicity tests. A particular email is re-
ferred to within the period of the testing, denoted by et, where t ∈ Ptot,
such that et ⊂ spamicity. It is also useful to view a particular spamicity
test’s frequency on a particular month as a percentage of the total number
of emails during this month. The values represented in figures 1, 2 and 3 use

the frequency function f(s, t),which is defined as f(s, t) =
P

i∈Pt
#(ei∩{s})

#Pt
.
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4.2 Complex Trend

The complex trend “combine different trends or contain high variability” [11].
The complex trend’s algorithm would have to identify fluctuations between
monthly results and mixed candidate spamicity tests.

The complex trend is predominantly identified by fluctuations between each
months proportional appearance. The difference between the percentage of
email which contains test s in month n and n+1 would have to be measured
for the duration of the testing. The cumulative value is represented by the
function c(s) defined as:

c(s) =
M−1∑

n

|f(s, n) − f(s, n + 1)| (1)

The set of all complex spamicity tests C for a given spamicity s is then
defined as:

C(s) = {s ∈ spamicity|c(s) ≥ min bound} ∪{ spamicity\E\X}

Where E is the set of co-existent spamicity tests and X the set of extinct
spamicity test, the definitions of which will follow. The value of min bound =
8.4, which was determined from the ordered-by-magnitude results of c(s) for
all elements of spamicity. Values above the min bound were found to clearly
indicate a significantly increased quantity of fluctuation. This process is
elaborated in [3].

4.3 Co-Existence Trend

The second trend, “co-existence, [was] indicated by a sustained population
of a strain of spam, particularly through the end of the study period” [11].
The “co-existence group consists of curves that remain flat” [11], indicating
that there must be little fluctuation in the month-to-month values. The co-
existence trend algorithm was required to identify a consistently sustained
population, and react to variations from the sustained population, particu-
larly towards the end of the study period.

In considering co-existence, it was found that grouping certain ranges and
assigning a collective value was reasonable. Spamicity tests which were found
in (0% . . . 80%] of the emails in a given month were considered viable co-
existent candidates. A particular spamicity test’s appearance in 80% and
above emails for a month was considered a fluctuation, and carried a lesser
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weighting. Spamicity tests which were not found in a month were negatively
weighted, particularly if this occurred in the final month of testing. A failure
to appear in the final month resulted in the exclusion of a spamicity test from
the co-existent group. The grouping is represented in the bucket function
b(s, t) with s being a spamicity test, where s ∈ spamicity, and t is a month
in the testing period, where t ∈ Ptot. The bucket function is defined as:

b(s, t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if f(s, t) > 0.8,

10 if 0.1 < f(s, t) ≤ 0.8,

5 if 0 < f(s, t) ≤ 0.1,

−10 if f(s, t) = 0,

−1000 if f(s, t) = 0 and t = M

The bucket function is then applied to the entire range of the corpus, and
each months value is adjusted to give greater weighting to the latter range
of the corpus. The co-existence function e(s) for a particular spamicity test
is defined as:

e(s) =
M∑

n

b(s, n)

(M − n + 1)2
(2)

The set of all co-existent spamicity tests, E, is defined as:

E = {s ∈ spamicity|e(s) > accept bound, c(s) ≤ min bound}

This set excludes all spamicity tests which display a high degree of fluctua-
tion, and are considered complex. The accept bound responds to the bucket
function, where accept bound = 0.

4.4 Extinction Trend

The final trend is “extinction, indicated by the population of a strain of
spam declining to zero or near zero during the study period” [11]. Extinction
presented significant problems in attempts to define a reasonable algorithm,
and because of this it is based off the two existing algorithms. The definition
requires that extinct spamicity tests identify a consistently sustained popu-
lation and have no monthly population or decline to a near-zero population.
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Main Corpus Spam Evolution Study Relative Difference
Trend # % # % %

Co-existent 197 31 64 13 18
Extinction 316 51 236 48 3

Complex 111 18 195 39 21

Table 1: Comparison of the distribution of the spamicity tests amongst the

trends.

As has already been shown in section 4.2, a value greater that min bound

for the c(s) function indicated a high degree of fluctuation in the monthly
spamicity test results. Values less than or equal to accept bound for the e(s)
function indicate a spamicity test which has significantly declined for periods,
or is consistently absent. The set of all extinct spamicity test is defined as:

X = {s ∈ spamicity|e(s) ≤ accept bound and c(s) ≤ min bound}

5 SPAM EVOLUTION ANALYSIS

A comparison between the Spam Evolution Study ’s distribution and the dis-
tribution of the corpus is shown in table 1. The corpus has approximately
82% of the tests falling under the co-existent and extinct trends. The Spam

Evolution Study has approximately 61% of the spamicity tests falling under
similar trends. The two corpora do not reflect a similar distribution of the
spamicity tests outside of the complex trend. The differences between the
two corpora’s co-existent and extinct trends shows that over a longer period
extinction is more prominent than co-existence.

The maximum range for each spamicity test and the average range indicates
a correlation between the extinction and complex trends of both corpora.
The majority of these two trends are found in the [0.0 . . . 0.1) range. This is
to say that the majority of these tests, which identify the corpus’ emails as
spam, are dispersed over less than 10% of the corpus emails on average or
at a maximum each month. The corpus’ co-existence trends, in particular,
show a significantly higher proportion located in this low range. This is
not in keeping with the Spam Evolution Study’s co-existence trend, which
is dispersed amongst the higher ranges of both the maximum and average
spamicity test results.

Assuming that SpamAssassin is able to consistently identify the components
of a spam email using its spamicity tests, the locality of the majority of
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spamicity tests in range could be caused by two conditions. Firstly the
types of spam captured are from a large number of spammers, or secondly
spammers employ a diverse number of techniques, or both. In either instance
the average and maximum distribution suggests a large and varied number
of spamicity tests per an email in the corpus. This is reciprocated by further
analysis which shows that an average of 8.96 spamicity tests are found for
every email in the corpus.

One hypothesis for the dominance of the extinction spamicity tests is a nat-
ural extension of the evolutionary metaphor used by Pu and Webb. All
spamicity tests inevitably tend towards extinction, while some may co-exist
for longer periods: their existence relies on their evolving beyond the means
of their respective spamicity tests. This evolution implies that the older
spamicity test must adjust to these variations, resulting in their older form’s
extinction. We see a reflection of this behavior in the difference between
spamicity test from one version of SpamAssassin and another. The above
findings indicate that the trends specified in the Spam Evolution Study are
relevant to the corpus. There are issues which mitigate these findings in a
direct comparison to the Spam Evolution Study, which will be discussed. It
does, however, hold that the process used by the Spam Evolution Study still
has relevance in analysing the corpus.

6 DIFFERENCES TO THE SPAM EVOLUTION STUDY

The structure of the corpus was significantly varied from the Spam Evolution

Study’s corpus in two respects: quantity and period. The corpus has an
average of 3,385 spam email for each month, while the Spam Evolution Study

has 38,889 spam emails for each month. 634 Spamicity tests were applied
to the corpus, while 495 spamicity tests were applied to the Spam Evolution

Study’ s corpus. If we assume the average of 8.96 spamicity tests per an email
applies to both corpora, this would result in the Spam Evolution Study being
significantly more viable and representative of spam in the wild.

The limited number of sources which make up the corpus, could have unfairly
weighted certain tests, favoring specific trends. The Spam Evolution Study’s

use of the SpamArchive project allowed for a significantly more diverse series
of sources. The diversity of sources increases the probability of Pu and Webb’s

results reflecting the state of spam in the wild.

The version of SpamAssassin utilised, further reduces the comparative value
of this study. The Spam Evolution Study does not specify the exact spamicity
tests it utilised, however a brief comparison between the spamicity tests of
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SpamAssassin 3.1.x and 3.2.x shows significant differences. SpamAssassin
3.1.x contains 795 test and 3.2.x contains 746 tests. Only 383 of the original
tests are found in the newer version, which was utilised in this paper.

The specific algorithms utilised by Pu and Webb to differentiate between the
spamicity trends were not published. Accordingly this paper developed its
own algorithms; this is the most significant variation from the Spam Evolution

Study.

The comparison of this study and the Spam Evolution Study is severely lim-
ited by the above variations. More specifically the structure of the corpus,
the version of SpamAssassin and the trend algorithms introduce a number
of limitations to any direct comparison of this paper’s results.

7 GEOLOCATION

Geographic location, or geolocation, is the mapping of an IP addresses to a
series of geographic co-ordinates. The mapping of an IP address to a country
was considered an adequate degree of granularity.

The IP addresses stored in a spam email must be considered unreliable. An
RFC 2822 [8] email header should contain a number of received fields, in
which the IP address of a connecting MTA is stored. Spammers abuse the
standard, and often include a number of forged received fields to exploit
anti-spam filters. For this reason only the IP addresses associated with con-
nections to reliable MTAs can be trusted. A reliable MTA is defined as
the border MTA, which updates an email’s header with the first verifiable
received field. The border MTA for both corpora was easily determined, al-
though the structure of the anti-spam solutions was such that the connecting
IP addresses of non-routable, local and far-side MTAs had to be removed.
For example the far-side MTA, which is located in the United States was
one of the border MTAs for the schools corpus. The border MTA was fol-
lowed by a number of internal MTAs which append additional received fields.
These fields had to be removed from consideration, with only the IP address
recorded by border MTA being used for geolocation.

Once an authentic IP address had been obtained, its geolocation had to be
determined. The open-source HostIP [6] database was used as a reference,
and a customised local implementation was configured to map IP addresses
directly to countries. The appropriately selected IP address is then mapped
to a country. The email’s geographic location is then updated in the database
for representation and analysis.

Spam Construction Trends

197



Figure 4: The distribution of the corpus over the African, Europe and the

world.

Geolocation data was represented using map projections. A Miller cylin-
drical map projection was used to graphically display quantitative data. An
example of this is the distribution of the corpus’ sources of spam from Africa,
seen in figure 4.

7.1 Results

The locality of the corpus, with the visualisation of the quantity of spam
detected in specific regions, is an excellent tool for the analysis of a spam
corpus. The geographic origin of an email was a factor which the original
Spam Evolution Study was unable to explore due to corpus’ structure. This
paper uses African and European projections as examples. The top five
contributive countries, accounting for the majority of spam in the corpus,
are listed in table 2, and should be compared to the projection in figure 4.

Country # Spam Emails % of Corpus Cumulative %

United States 40464 23.904% 23.904%
Taiwan 22359 13.209% 37.113%

United Kindom 17066 10.082% 47.195%
Korea, Republic of 15557 9.190% 56.385%

China 12429 7.343% 63.728%

Table 2: The top five spamming countries in the corpus.

A projection of Africa is shown in figure 4. It is clear that both South African
and Egypt are the primary sources of spam in the continent. Most surprising
is the lack of spam from central and western Africa, which is the largest
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continuously populated region in the corpus to be spam-free. Continental
Europe is widely dispersed, and was a significant contributor to the corpus.
With the exception of Montenegro, Serbia and Romania every country in
Europe contributed.

8 CONCLUSIONS

This paper replicated the Spam Evolution Study, and presented map projec-
tions of the collected spam corpus. A corpus of 169,274 spam emails was
collected. The corpus was analysed using SpamAssassin and a distributed
processing network. The results were further evaluated by dividing each tests
into the three trends of co-existence, extinction and complex. These trends
were formalised as an extension to the original study. The trends were found
to be applicable to the corpus, however a number of variations from the Spam

Evolution Study reduced the comparative value of these findings. Geographic
projections were created, using data collected from the corpus and findings
detailed.

9 FUTURE WORK

The corpus is limited to emails which have been distributed to South African
MTAs. This underutilised the distributed architecture which was specifically
designed to handle a significantly larger corpus. One of the early limitations
of this study is the relatively small scale of the corpus when compared to
other studies [7, 11, 12]. Future research into the effects of geolocation on
the evolution of spam construction would be benefited by applying this study
on a substantially larger and wider ranging corpus. A closer analysis of
particular provinces and states within countries could be performed.

The linking of the developed state of a country to the quantity of spam it
produces would be a particularly challenging and interesting extension. An
extension of this study could be conducted on further research into selecting
the grouping of the various geographic locations of identified spam. One
interesting possibility would be the use of spam construction techniques to
probabilistically determine the identity and locations of botnets.
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ABSTRACT

A message digest is a fixed length output produced by applying a crypto-
graphic algorithm on input binary data of arbitrary length. If the input data
changes even by one bit, the generated message digest will be completely
different from the original. This is used in digital investigations to verify
that stored digital evidence has not been tampered with.
This technique has been applied successfully on physical disk images because
there is only one continuous stream of data. However, this is not applica-
ble to logical disk images where there is no obvious or standard method of
concatenating the data to produce an output message digest. This paper de-
scribes the difficulties that complicate the computation of a message digest
for logical data. In addition, a candidate process for calculating a verifica-
tion value for computer forensic evidence for logical data, regardless of its
underlying representation is given. This method is presented in the context
of cellphone forensics.
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APPLICATION OF MESSAGE DIGESTS FOR THE

VERIFICATION OF LOGICAL FORENSIC DATA

1 INTRODUCTION

Current best practices for dealing with digital evidence advocate that when
evidence is acquired, the first to the last bit of the data on the device be
copied to create a physical disk image [Jansen and Ayers, 2006]. This has
the advantage of allowing the recovery of deleted or partially overwritten
data. The physical image also facilitates the simplicity of the process of the
computation of the associated message digest of that image since the one
way hash is based on a single stream of binary data.

It is however not always possible to obtain a physical image of a device’s
data; this is usually the case when extracting data from Small Scale Digital
Devices [Harrill and Mislan, 2007] such as cellular phones or a Subscriber
Identity Module (SIM) card. In other cases, it is preferable to obtain a
logical image when only the logical data is required. Creating a physical
image makes very little sense since that would add unnecessary additional
processing and storage overheads.

When looking at logical data, the picture gets a little more complicated
since a simple reordering of the logical data items will affect the produced
hash. This complexity of verifying logical data makes it difficult to verify
data retrieved from mobile devices using most of the acquisition methods
[Mokhonoana and Olivier, 2007], since they produce a logical image.

For example, a phone book entry will consist of the name of the person,
their phone number and usually other contact details such as the email or
secondary number. There is no defined order in which such items should
be read meaning that if a hash value were to be computed on that data,
the output produced by different tools on the same content may be different
depending on the order in which the data was read.

To give an idea of how the logical image from a smartphone would look
like, figure 1 is given below. Each of the contact entries could in turn have
the name, surname, office number, mobile number, email as well as other
attributes.

One way to get around this is to compute the hash for each data item in
the logical image. Such a solution has a number of drawbacks:

• It would complicate the process of verifying the authenticity of the log-
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Phone Memory

other itemsMessages

Message
N

˙Message1Message0

Contacts

Entry
N

˙Entry1Entry0

Figure 1: Sample Data From a Mobile Phone

ical image since it would increase the algorithmic complexity of com-
paring the hashes.

• If there is a large number of data items in the logical image, the hashes
could take up a large amount of disk space.

• It does not take into account the attributes of the logical data items.
If it does, then there is the question of the ordering and representation
of the attributes.

To solve the above mentioned problems, the Sorted Vector Hashing (SVH)
is porposed in this paper. The goal of the algorithm is to enable the compu-
tation of a hash value based on the logical content of a file rather than just
its binary data. This will facilitate the comparison of the content of different
data items such as an email, even though they are stored in different mail
formats.

The aim of this paper is to present a method for producing a message
digest for a logical image file that also takes into account the attributes of
the data items and the potentially different representations of the attributes.
The method achieves the goal by allowing the message digest computation
to be performed on items at any granular level and putting it together with
a simple algorithm which will be discussed in more detail later in the paper.

2 RELATED WORK

Most of the computer forensics tools employ the use of hashes to verify their
images. However for logical data, different tools use different schemes to
do the verification. EnCase [Guidance Software, 2008a] uses a proprietary
L01 format for the storage of logical data. For that reason, it is difficult to
determine how its verification works.
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The Forensic Toolkit [Guidance Software, 2008b], which uses FTK Im-
ager to create images employs the use of AD1 image containers to store logi-
cal data. The format does not have built-in mechanisms for the verification.
Instead, another file (called a hash list) with the hashes of all the individual
files is created. The hashes are only based on the filestream content and not
their associated attributes.

TULP 2G [van den Bos and van der Knijff, 2005] is an open source tool
for acquiring and decoding data from electronic devices. It uses an XML
format for the storage of case related data. A sample of the data is given
in figure 2. To calculate the hash of the case items or the entire case, the
formulas in figure 3 are used.

In these formulas, the hash of an item is computed by concatenating
its metadata with the string content. The hash is then performed on that
resultant output. A similar process is used to compute the hash of the in-
vestigation and that of the case.

Figure 2: Tulp 2G Data Format

The problem with the L01 format is the lack of documentation around
how it works. That makes it difficult for other tools to implement and verify
the results produced by a tool. FTK’s hash list is quite simple to verify in
that it is a plaintext file which could be read and verified by a human. The
first problem is that it only considers the file data. If the file’s metadata, such
as creation or modification date, is altered, that change will not be detected.
The second problem is that because the hash of every single file has to be
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Figure 3: Calculation of Hash

specified, the hash list gets large very quickly, making it difficult for human
verification. The Tulp2G XML format is an improvement on the above in
that it is open and takes all attributes into account when calculating the
hash. However, it is designed for a specific application and is not flexible
enough to handle other applications. If other attributes were introduced, it
would not be able to handle them without changing the algorithm used to
calculate the hash. In addition, it does not address the ordering problem
discussed above.

3 SORTED VECTOR HASHING

A logical image will consist of the following: Item, Attributes and Children.
The item is a logical entry in the image. For example on a logical filesystem
image, the item could be a file. The attribute will be the filename, date
or owner. The children could be other files (if this file is a folder) or data
streams in the file. Most file systems allow a single child in the latter vase
(but note that NTFS can have multiple streams).

The way that a hash is calculated depends on what you are trying to
verify. For example when trying to calculate the hash of a folder, the order
of the children is not important. Actually, from a logical perspective, there
is no universally defined way of sorting the contents of a folder. That is,
the following should hold for a folder f , with files f1, f2 and f3: h(f) =
h(f1, f2, f3) = h(f2, f1, f3) = ... = h(f3, f2, f1). In this text, this is
referred to as commutativity. However when calculating the hash of the
attributes, the order is important. For example a file will have a creation,
modification and access date. Now even though there also is no obvious
order in which the hash must be applied to the attributes, it must be applied
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uniformly to yield the same output. That is: if a = {a1, a2, a3} is the set of
attributes then h(a) = h(a1, a2, a3), but

h(a1, a2, a3) �= h(a2, a1, a3) . . . �= h(a3, a2, a1)

The process for performing the hash must be able to cater for the two
scenarios above, one where the order is not important and the other where it
is. To achieve this, the Sorted Vector Hashing (SVH) algorithm was conceived
and its aim is to generate a single hash from a number of logical items. The
algorithm assumes that the sort order is not important for children but is for
attributes.

To compute the hash on the data represented in the tree on figure 1, one
would start at the terminal nodes in the tree and work one’s way up to the
root. Each node in the tree has zero or more attributes and children. Stated
formally:

I = (〈a1, a2, . . . , am
〉〈c1, c2, . . . , cn

〉) (1)

I represents an arbitrary node in the tree. a
i
and c

i
represent an arbitrary

attribute and child of I respectively. Note that the inner text content of a
node is treated as an attribute.

The ordering of the attributes must be preserved. For that reason com-
puting the hash(H(x)) of the attributes is straightforward since it only in-
volves concatenating the hashes of the respective attributes and then calcu-
lating the hash over the resultant output. This is referred to as Unsorted
Vector(UV). Therefore the hash of the attributes is:

H(I
a
) = UV (I

a
) = H(

m⊎

i=1

H(a
i
)) (2)

where
⊎

is used to denote concatenation.
The ordering of the children however is not important and as a result

the oder in which the happen to be must not affect the output hash. To
achieve this, the child hashes are computed and then the hashes are sorted.
It is only after that that the resultant output is concatenated and hashed.
To state this formally, assume H(c

i
) = y

i
. Then, construct a sorted vector,

〈z1, . . . , zn
〉, such that

∀y
i
∃z

j
where z

j
= y

i
(3)
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and
(∀z

i
, i < n)z

i
≤ z

i+1 (4)

Then H(I
c
) = SV (I

c
) = H(

n⊎

j=1

z
i
) (5)

To get the hash of I, the hash of its attributes is concatenated with that
of the children and then rehashed. That is:

H(I) = UV (H(I
a
)
⊎

H(I
c
)) (6)

Note that equation 6 is applied recursively to the nodes in the tree starting
from the root. To compute the hash of the child, the equation is applied where
the child would then be I.

4 EVALUATION AND FUTURE WORK

To evaluate the algorithm, it was tested against a number of sample XML
documents where a node represents an item. The XML attributes repre-
sent the item’s attributes and the child elements the item’s children. If the
algorithm works, it must fulfil the following requirements:

1. The names of the tags should not affect the output

2. The ordering of the attribute tags should affect the output

3. The ordering of the child elements should not affect the output

4. The values of the child or attribute nodes should affect the output

A number of these sample XML documents were used to test if the al-
gorithm behaved as it should. These are given in figures 4, 5, 6 and 7. The
hash values for the documents are summarised in the tables 1 and 2. In the
following paragraphs, the results from applying the algorithm are discussed.
It is also described how the requirements stated above are satisfied by the
algorithm.

The algorithm described in the previous section does not take into account
the names when computing the output. Therefore the first requirement is
obviously satisfied.
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Figure 4: Sample 1

Figure 5: Sample 2

In sample 4, the order of the attributes is changed. Since in this paper
the names of the tags are not considered, the ordering of the attributes
is important in order to preserve the semantic meaning of the attributes.
Therefore, sample 4 would be considered different from 1. Since the hash is
different, it satisfies the second requirement.

Sample 1 and sample 2 are supposed to represent the same logical data.
The only differences are the ordering of the children of the contact and file
node as well as the names of some of the tags. The reader’s attention is
drawn to the fact that their hashes are exactly the same. This is consistent
with the third requirement that the ordering of the child elements should not
affect the output.

In sample 3 the value of the contact node is changed. The name, last-
name and email attribute values are changed to ”Jack”, ”Johnson” and ””
respectively. For that reason, the hash produced is different, thus satisfying
requirement 4.
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Figure 6: Sample 3

Figure 7: Sample 4

From the analysis of the hashes, one can conclude that the algorithm
works as expected — two logical items must produce the same hash if and
only if their content is the same.

5 CONCLUSION

In this paper, the challenges of calculating a hash for logical items are dis-
cussed. The current tools which handle logical data are analysed and their
limitations discussed. The biggest contribution of this paper is the intro-
duction of a method for verifying logical data that overcomes some of the
limitations of the other tools. The method was tested on a small dataset and
the results confirm that it works.

The work presented is an important aspect of the research into mobile
forensics since it enables reliable verification and comparison of logical data
from potentially different sources. It is hoped that this will contribute to a

Application of Message Digests for the Verification of Logical Forensic Data

209



Sample MD5
1 85 19 86 F2 24 B2 70 EA F4 3B F8 93 F7 E6 79 71
2 85 19 86 F2 24 B2 70 EA F4 3B F8 93 F7 E6 79 71
3 78 77 A6 E5 FF C6 33 B4 A8 F7 82 AC 73 D9 9F EE
4 96 E1 6F FD 78 05 E8 5B F8 5A AD 05 90 63 81 BB

Table 1: MD5 Hash Summary

Sample SHA1
1 17 04 13 47 FA 0E 1A A4 C0 CC A4 B6 0A 50 90 F9 4F 35 1C D3
2 17 04 13 47 FA 0E 1A A4 C0 CC A4 B6 0A 50 90 F9 4F 35 1C D3
3 7B 5F B0 8F 83 EC 07 61 68 6D DC 6E B9 BD 09 8A 05 11 E9 A9
4 0A 89 2D 95 0B D7 D5 51 5C 8F 2F B5 5B F9 89 50 06 24 7B FE

Table 2: SHA1 Hash Summary

standardisation of verification methods in computer forensics.
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ABSTRACT 

Many people who have tried to configure their IEEE 802.11 enabled mobile 

phones to connect to a public wireless hotspot know one of the major 

differences between IEEE 802.11 networks and 2G: the missing 

standardized login process. While the 2G standard covers all aspects of the 

communication process, first IEEE 802.11 standards only targeted the data 

transmission. Due to this lack of standards for authentication, the login 

process and the missing secure subscriber identification, a number of 

different, mostly incompatible, login procedures have been established that 

are all far away from being as usable, comfortable and secure as 2G 

methods. This is why the authors of this paper propose to use EAP-TLS, 

which is a well established, secure and scalable authentication protocol, in 

combination with identities provided by a Trusted Platform Module (TPM) 

in order to archieve a high comfort for the user 

This paper describes the concept, presents a Linux based 

implementation, and evaluates the approach in a testbed. 
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A PROOF-OF-CONCEPT IMPLEMENTATION OF 

EAP-TLS WITH TPM SUPPORT 

1 INTRODUCTION 

From the user’s point of view, GSM networks are one of the simplest and 

most comfortable networks that exist. There is no need to configure 

anything, just buy a phone and Subscriber Identity Module (SIM) and use it. 

That is completely different for 802.11 networks as they do not provide a 

standardized authentication protocol. When GSM was released, it included 

an identity management and based on those identities one authentication 

protocol used in every GSM-enabled device. By contrast, at the time 802.11 

was released, the standard concentrated on data transmission and not on 

identity management and authentication. All the authentication protocols 

that exist today came later and - as shown in [1] – are not comparable to 

GSM authentication. With the emergence of Trusted Platform Modules 

(TPMs), for the first time there exists a kind of integrated hardware token 

and identity provider in the world of computer networks comparable to the 

SIM card in GSM networks. In 2007, the authors of this paper proposed to 

use these TPMs with EAP-TLS to build a secure scalable and user-friendly 

authentication protocol for 802.11 networks, which is as comfortable as the 

GSM authentication protocol [1]. This paper presents a concrete realization 

of the proposed protocol, providing a proof-of-concept prototype of the 

protocol showing how easy it is to modify existing EAP-TLS 

implementations to use this new approach. Furthermore, the work shows, 

that this protocol may be used on every kind of 802.11 enabled device. 

This paper is structured as follows: an introduction into EAP-TLS 

with TPM support is given, followed by a detailed description of the proof-

of-concept prototype. The paper concludes with improvements for the 

presented prototype and conclusions. 

2 EAP-TLS WITH TPM SUPPORT 

In 2007, the authors of this work proposed to extend EAP-TLS with TPM 

support to implement a user-friendly, secure and scalable authentication 

protocol for 802.11 networks [1]. 
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EAP-TLS refers to the integration of the Transport Layer Security 

(TLS) protocol within the Extensible Authentication Protocol (EAP). It is 

one of the most secure authentication protocols for 802.11 networks when 

using the mutual authentication mode. But using mutual authentication in 

EAP-TLS means that the client needs its own certificate, which is too 

complicated for naïve users. In 2002, the Trusted Computing Group (TCG) 

released the main specification of the new Trusted Platform Module (TPM) 

[2], which states that the TPM will come with a predefined certificate 

infrastructure explained in the next section. This TPM certification process 

relies on the fact, that TPMs may be uniquely identified. As such a 

certificate belongs to the TPM and not to the real person, it is possible to 

automate the certificate retrieval, which makes it much easier to use for 

naïve users. Because of this possibility to facilitate the certificate retrieval 

without compromising its security, the authors of this paper propose to use 

the TPM certificates in conjunction with EAP-TLS to implement a highly 

secure, scalable and user-friendly authentication protocol. 

3 PROOF-OF-CONCEPT IMPLEMENTATION 

The following sections show a proof-of-concept implementation of the 

authentication protocol presented above. It starts with an overview over the 

architecture and goes on with a detailed description of the components 

needed in this architecture. 

3.1 Architecture Overview 

In general, the architecture consists of three components: client, 

authentication server and Privacy CA as shown in Figure 1. The client is the 

one, which wants to be 

authenticated, the 

authentication server 

authenticates the client 

and the Privacy CA 

issues the certificates 

and provides a 

verification service. 

Such a Privacy CA will 

most likely be 

deployed by every Figure 1 Architecture Overview 
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operator the enables EAP-TLS authentication using TPMs at its public 

wireless hotspots. 

The client has to request a new identity before connecting to the EAP-

TLS secured network. Afterwards, he may start an EAP-TLS authentication 

with the authentication server. During this EAP-TLS authentication process, 

the server has to verify the client’s certificate. As TPM certificates are 

slightly different to X.509 certificates, there has to be a verification service, 

which does the job for the EAP-TLS authenticator.  

3.1.1 The TPM 

The Trusted Platform Module (TPM) as specified by the Trusted Computing 

Group (TCG) [3] is a module, which amongst others, provides 

cryptographic functions and secure storage of keys and signatures. A very 

important feature of the TPM is that this module can be uniquely identified. 

It is equipped with a so called Endorsement Key Pair, which is unique. The 

private part of this key pair is never released from the TPM. The possibility 

to manage several identities (many different X.509 identity certificates) by 

the TPM makes the module very useful for different applications. The user 

might for instance use one identity for her e-banking account and the other 

one for an authentication as proposed in this paper. Using different identities 

for different purposes makes the user untraceable. Such a TPM identity 

must be signed by a certification authority (CA), which means that the CA 

is the only authority except the TPM’s owner that is able to map the 

identities to a genuine TPM. To certify such a TPM identity, the CA has to 

check several certificates provided by the TPM manufacturer. That is why a 

special CA, called Privacy CA is needed to issue TPM identity certificates. 

3.1.2 An Open Source TCG Software Stack: TrouSerS 

The Trusted Platform Module (TPM) as described in [2] has to provide 

several cryptographic methods and protected storage. But it also has to be 

cheap to build to make it a ubiquitary device. That is why the TCG decided 

to distinguish between methods, that have to run in a protected environment 

and those that may run in a software-only environment called TCG Software 

Stack (TSS). 

There are already some implementations of the TCG Software Stack, 

for instance the closed source NTRU TSS [4], an open source Java TSS 
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implementation called jTSS [5] and an open source IBM implementation 

called TrouSerS [6]. Given by the applications that had to be modified for 

the prototype, there was the constraint to use C as programming language 

and since TrouSerS is the only open source C implementation of the TSS, 

the authors decided to use it in their prototype implementation. 

TrouSerS comes with a persistent storage file to store certain 

uncritical information on the hard disc in order to save memory on the TPM. 

This file contains for instance information about whether a key needs 

authentication or not (but it does not contain the authentication secret!) and 

may contain the public portion of keys, whose private key resides inside the 

TPM. To access those keys in the persistent storage, so called UUIDs are 

used. There are certain predefined UUIDs, for instance {0, 0, 0, 0, 

0, {0, 0, 0, 0, 0, 1}} for the Storage Root Key (SRK), which is 

the parent for all keys stored in a given TPM. 

3.1.3 The Privacy CA and TPM Certificates 

As stated above, the TPM may manage different identities. This section 

describes the identity retrieval as specified in [2]. 

After having created a new RSA key that will serve as identity key, 

the TCG Software Stack (TSS) has to collect all information needed to 

request a new identity using Tspi_TPM_CollateIdentityRequest. 

This information includes: The endorsement credential, which identifies the 

TPM uniquely, the conformance credential, which states that the TPM is 

genuine, the platform credential, which states that the platform is genuine 

and the public portion of the newly generated identity key. 

At the time of writing this paper, there exist only two implementations 

of such a Privacy CA: One in Java, implemented by the University of Graz 

[7] and freely available to install anywhere and another one available online 

[8]. The Java implementation uses the XML Key Management Protocol 

XKMS [9] for the communication between client and server, whereas the 

online PCA uses a REST-style AP [10]. The authors decided to use the 

latter one as this online PCA maps directly into client methods provided by 

TrouSerS. 

After having verified all those certificates and public key information 

sent by the client, the PCA has to sign the identity certificate and send it 

back to the client. The client is now able to use this certificate. But identity 
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keys are special purpose keys, which cannot be directly used for TLS 

authentication. They are meant to be used to certify new keys, which may 

then be used for different purposes. Although the identity certificate itself is 

a valid X.509 certificate, those new certificates are not valid X.509 

certificates anymore. The problem lies in the basicContraint extension 

of the identity certificate. According to the TCG, the extension has to be set 

to CA:false [2]. This means, that there is no possiblity to create a valid 

X.509 certificate beneath the identity certificate. The reason for this 

constraint lies in the structure of X.509 certificates: 
Certificate ::= SEQUENCE { 

 tbsCertificate  TBSCertificate, 

 signatureAlgorithm AlgorithmIdentifier, 

 signatureValue  BIT STRING 

} 

TBSCertificate ::= SEQUENCE { 

 version       EXPLICIT Version DEFAULT v1, 

 serialNumber      CertificateSerialNumber, 

 signature      AlgorithmIdentifier, 

 issuer       Name, 

 validity      Validity 

 subject       SubjectPublicKeyInfo, 

 issuerUniqueID      IMPLICIT UniqueIdentifier OPTIONAL, 

 subjectUniqueID    IMPLICIT UniqueIdentifier OPTIONAL, 

 extensions      EXPLICIT Extensions OPTIONAL 

} 

After having specified all the TBSCertificate values, the 

structure gets hashed and signed with the CA’s key. The signature itself will 

be filled in to the Certificate→signatureValue field. The certified 

TPM keys are a bit different. The TCPA_CERTIFY_INFO structure, 

returned by the method used to certify keys (Tspi_Key_CertifyKey) 

looks like this: 

typedef struct tdTPM_CERTIFY_INFO { 

 TPM_STRUCT_VER   version; 

 TPM_KEY_USAGE   keyUsage; 

 TPM_KEY_FLAGS   keyFlags; 

 TPM_AUTH_DATA_USAGE  authDataUsage; 

 TPM_KEY_PARMS   algorithmParms; 

 TPM_DIGEST   pubkeyDigest; 

 TPM_NONCE   data; 

 BOOL    parentPCRStatus; 
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 UINT32    PCRInfoSize; 

 [size_is(pcrInfoSize)] BYTE* PCRInfo; 

} TPM_CERTIFY_INFO; 

This structure will also be hashed and signed by the identity key, but 

obviously, the values to be signed are completely different from those in 

X.509 certificates. However in order to use these so called certified keys in 

a TLS authentication, there has to be a possibility to transmit their public 

portion to the TLS server. As the TLS standard [11] requires X.509 

certificates, the authors decided to implement the proof-of-concept 

prototype using slightly modified X.509 certificates in order to be able to 

integrate an unmodified TLS implementation. Therefore new X.509 

extensions have been defined, which are simple aliases of the nsComment 

extension to transmit the TCPA_CERTIFY_INFO structure within an 

X.509 container. Those certificates cannot be verified by standard TLS 

implementations like OpenSSL [12]. In order to overcome this problem, the 

authors propose to use a verification service provided for instance by the 

PCA as explained below. 

3.1.4 The Concept of an OpenSSL Engine 

From OpenSSL version 0.9.6 on came a new concept called OpenSSL 

Engine [13]. Engine objects represent acceleration hardware or hardware 

tokens like smart cards to be used with OpenSSL. In 2007, IBM also 

provided an OpenSSL engine for TPMs [14]. This proof-of-concept 

prototype makes use of this OpenSSL TPM engine in order to integrate the 

TPM into the wpa_supplicant. 

3.1.5 An Open Source EAP Peer – wpa_supplicant 

There are several EAP peer implementations for every operating system like 

the open source XSupplicant [15] and wpa_supplicant [16] for Linux/Unix 

and Windows XP. Furthermore, there are also closed source application like 

the Cisco Secure Services Client [17] or the integrated Microsoft Windows 

client [18]. The authors decided to use wpa_supplicant, since this is the 

standard client in many Linux installations. 

wpa_supplicant supports a wide range of actual wireless and wired 

authentication methods like WEP, WPA, WPA2 and many different EAP 

methods. For the cryptographic methods, it uses OpenSSL by default. It also 
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comes with engine support at least for smart cards. In order to enable also 

tpm engines, a new config option has been defined: 

tpm_engine_path=/usr/local/lib/openssl/engines/libtpm.so 

Furthermore, there has to be some tpm engine specific initialization 

code: 

static int  

tls_engine_load_dynamic_tpm(const char *tpm_so_path){ 

        char *engine_id = "tpm"; 

        const char *pre_cmd[] = { 

                "SO_PATH", NULL /* tpm_so_path */, 

                "ID", NULL /* engine_id */, "LIST_ADD", "1", 

                "LOAD", NULL, NULL, NULL 

        }; 

        if (!tpm_so_path) return 0; 

        pre_cmd[1] = tpm_so_path; 

        pre_cmd[3] = engine_id; 

wpa_printf(MSG_DEBUG, "ENGINE: Loading TPM Engine from 

%s",tpm_so_path); 

return 

tls_engine_load_dynamic_generic(pre_cmd, NULL, engine_id); 

} 

Basically that is all to integrate the OpenSSL TPM engine into 

wpa_supplicant. In order to use the TPM engine and certificates stored in 

the TPM, the client software has to specify the tpm_engine_path, 

engine_id=”tpm”, the key’s UUID as key_id and the TPM’s owner 

password as pin in the wpa_supplicant’s configuration file. 

3.1.6 An Open Source EAP Authentication Server – FreeRADIUS 

Similar to the different EAP supplicant implementations, there are also 

several implementations of authentication servers. There are comercial 

products from Cisco [19] or Microsoft [20], but in the open source 

community, the most widely deployed EAP authentication server is 

FreeRADIUS [21]. This is a modular authentication server, implemented in 

the C programming language. Authentication methods are implemented as 

modules, which makes it easily extensible. 

As written above, the first prototype uses sligthly modified X.509 

certificates, which allows using the EAP-TLS module with only minor 

changes. The only thing that needs to be changed is the certificate 
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verification as the TPM certificates are no valid X.509 certificates anymore. 

In order to be able to verify those certificates, the Privacy CA has to provide 

a verification service. The FreeRADIUS server tries to verify the client 

certificate as always using OpenSSL. In case OpenSSL cannot verify the 

certificate, the server has to open the certificate’s extension to determine 

whether it is a TPM certificate or not. In case it came from a TPM, 

FreeRADIUS sends the TPM relevant X.509 extensions to the verification 

service, which replies with SUCCESS or FAILURE. Based on this reply, 

the FreeRADIUS server decides to authenticate the client or not. In order to 

avoid attacks on this verification process, the FreeRADIUS server and the 

verification service have to communicate over SSL using mutual 

authentication. 

3.1.7 The Verification Service 

In a valid setup, the client knows its certificate chain from root to its own 

certificate. In the proposed setup, the client’s chain looks like this: 
Privacy CA’s root certificate → client’s identity 

certificate → client certificate used for 

authentication. As written above, the identity certificate comes with 

the CA:false constraint, which means, that this chain is not a valid X.509 

chain. The valid part ends with the identity certificate. In a valid setup, the 

client sends its whole chain to the server, which is then able to verify the 

client’s certificate easily, but in the prototype, the client will only send the 

last certificate and not the whole chain. But the Privacy CA (PCA) knows 

the whole chain! That means the establishement of a verification service at 

PCA solves the problem. In order for the verification service to be able to 

map the first part of the chain (Privacy CA’s root certificate 

→ client’s identity certificate) to the client’certificate, it 

has to know the serial number of the approproate identity certificate. This 

number will be sent in the client’s extensions. Using this number and the 

special TPM extensions, the PCA is able to verify the client’s certificate. 

4 IMPROVEMENTS 

The usage of invalid X.509 certificates is probably not the best choice. 

Therefore, the next prototype will work with a new kind of certificates, 

designed for the special needs of the TPM: 

Certificate ::= SEQUENCE { 
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 parentSerialNumber CertificateSerialNumber, 

 pubKey   OCTET STRING, 

 tpmCertificate  TPMCertificate, 

 signatureValue  BIT STRING 

} 

TPMCertificate ::= SEQUENCE { 

 versionMajor   OCTET, 

 versionMinor   OCTET, 

 versionRevMajor  OCTET, 

 versionRevMinor  OCTET, 

 keyUsage   OCTET STRING, 

 keyFlags   OCTET STRING, 

 authDataUsage   OCTET, 

 algorithmID   OCTET STRING, 

 encScheme   OCTET STRING, 

 sigScheme   OCTET STRING, 

 parmSize   INTEGER, 

 parms   [0] OCTET STRING OPTIONAL, 

  --If not present,parmSize MUST be 0-- 

 pubkeyDigest   OCTET STRING, 

 nonce    OCTET STRING, 

 parentPCRStatus  BOOLEAN, 

 PCRInfoSize  [1] INTEGER OPTIONAL, 

  --If not present,parentPCRStatus MUST be FALSE— 

 PCRInfo   [2] OCTET STRING OPTIONAL, 

  --If not present,parentPCRStatus MUST be FALSE— 

} 

Such a new certificate represents the TPM_CERTIFY_INFO structure 

perfectly. As this new certificate knows the serial number of its X.509 

parent certificate, sending valid chains becomes possible again, even if 

those chains are no X.509 chains anymore! The new chain looks like this: 
X.509 PCA Root Certificate → X.509 Identity 

Certificate → TPM Certificate and will be stored in a file 

called <name>.tpm. 

However, the Transport Layer Security protocol (TLS) requires X.509 

certificates to work correctly [11], which means that a new protocol must be 

defined when using special TPM certificates. Therefore, the next version of 

the authentication protocol will be adapted and then called EAP-TPM. 

5 EVALUATION AND CONCLUSION 

The implementation has shown that existing EAP-TLS implementations 

may be adopted very easily in order to provide TPM support. On the client 
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side, the supplicant has to support TPM access to hold the private key in a 

secure environment. That is very similar to a smart card based setup, which 

is already supported by many supplicants. Things are bit more complicated 

on the server side. Due to the fact, that the certificates used in this 

implementation are invalid X.509 certificates, the server needs a new 

verification method. In order to avoid that the client has to send its identity 

certificate explicitly to the server, a verification service has been 

implemented, which is located at the Privacy CA. The Privacy CA already 

knows the identity certificates of its clients. The reason, why the authors 

decided not to send the identity certificate is the following: Using invalid 

X.509 certificates for the authentication is not desired for a productive 

version of the protocol. Those certificates are only used in this first 

prototype, which should show a proof-of-concept in a short time. Inserting a 

new message into the SSL handshake to transmit the identity certificate 

explicitly does not make sense since it had to be reverted for later versions. 

That is why it has been decided to use an external verification service 

instead. Furthermore, a new certificate type has been presented that is able 

to handle TPM certified keys and will be used in the next version of this 

new authentication protocol called EAP-TPM. 

This prototype runs on a standard Linux system. The only applications 

that need to be modified are the supplicant and the RADIUS server, which 

means, that this prototype may run on every TPM equipped Linux based 

system, no matter whether it is a fully deployed computer or an embedded 

device. 

Having such an authentication scheme will help to make 802.11 

enabled mobile phones as popular as GSM phones. Furthermore, as this 

protocol runs also on normal computers, it will encourage more users to use 

public hotspots since it has never been so comfortable before. 
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ABSTRACT 

The approach to information security governance has predominantly 
followed a functionalist paradigm with emphasis placed on formalized rule 
structures and policy frameworks.  The alternative socio-organisational 
(reflexive) approach has in the recent past grown in prominence due to the 
emergent socio-organizational aspect of technologies and processes. This 
paper challenges the epistemology of the functionalist approaches which 
assumes predictability.  Information security practitioners realize that much 
of their activities are adapted to fit emergent changes. The aim of this paper 
is to explore an antidote to functionalist structured approaches by 
conceptualizing collective improvisation and self-policing. A case study 
approach that incorporates grounded theory techniques is employed for this 
purpose. Tentative findings reveal that collective improvisation is most 
pronounced in activities related to operational activities in governance. The 
implications of these and other findings are also discussed. 
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COLLECTIVE IMPROVISATION: 

COMPLEMENTING INFORMATION SECURITY 

FRAMEWORKS WITH SELF-POLICING 

1 INTRODUCTION 
When the United States congress enacted the Sarbanes-Oxley Act of 2002 
(“SOX”) to protect investors and combat corporate crime, what followed 
was an active role by corporate directors and by extension, security 
practitioners who became mandated to improve corporate governance and 
information security governance. Von Solms & Von Solms (2004) have 
called for broader responsibilities by management regarding information 
security. 

According to Von Solms (2006), corporate governance consists of 
structured frameworks for internal controls and policies that are directed and 
managed by organizations. Information security governance is seen as a 
subset of organizations’ overall corporate governance program. Structured 
frameworks in information security governance include CoBIT, King, 
COSO, and ISO 17799 (explained further in the subsequent sections). The 
design of many of these frameworks can be explained by understanding the 
functionalist paradigm and approach which is evidenced by numerous 
publications that offer normative guidelines for implementing and managing 
secure information systems (Baskerville 1988; Straub & Welke 1998). 

In recent times, Hu et al. (2007) has argued for a more coherent socio-
organizational framework that explains deviation from a ‘functionalist only’ 
approach. They propose a holistic framework that takes into account 
practitioners’ unique reflexive behaviour. Reflexivity refers to the 
reconfiguration of normative orientations that guide actors and organisations 
(Beck 1997). Ogus (2000) talks of reflexivity in terms of reforming the 
conventional structures of ‘command and control’ governance. This paper 
introduces an insightful alternative by proposing a multi-faceted approach 
that includes reflexivity and collective improvisation into the domain of 
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information security governance. Improvisation, derived from the Latin 
word ‘improviso’ is defined as ‘situated performance where thinking and 
action occur simultaneously and on the spur-of-the-moment’ (Ciborra 
1999). According to Ciborra (1999), collective improvisation refers to the 
combined improvisational effort of several individuals or organizations. The 
motivation for this research is of interest since the current thinking 
regarding information security governance is not well-known. Ciborra et al. 
(2000) has documented improvisation in organisations and explains it as a 
simultaneously structured and unpredictable, often emergent and opaque 
phenomenon. The nature of this paper extends an analytical understanding 
of collective improvisation in information security activities and proposes 
the following research question that contextualises the issue; 

How is collective improvisation manifested in information security 
governance activities? 

In addition, the paper aims at exploring how collective improvisation 
influences practitioner’s actions towards understanding information security 
governance issues. The paper makes a theoretical contribution by arguing 
that practitioners’ engagement with policy is essentially driven by novelty 
and reflexivity and expressed as self-policing. Self-policing is a concept that 
often leads to less enforcement activity and deterrence (Innes 1999).  

The paper is structured into six main sections. This first section has 
introduced and set the context for research. In the second section the 
functionalist approach is introduced. The third section presents a multi 
faceted improvisational approach. The fourth section describes the research 
methodology. In this section, the use of grounded theory techniques is 
explained and justified. The fifth section presents and discusses research 
findings. In the final sixth section the paper is concluded by deriving 
implications for IS practitioners and researchers. 

2 PREDICTIVE KNOWLEDGE: THE FUNCTIONALIST 
PARADIGM 

Information security researchers have recognized the significance of well 
planned sound information security policies that focus on clear 
methodologies and programmes (Von Solms & Von Solms 2005; Schultz 
2005). In their studies in Information Security, Dhillon & Backhouse (2001) 
have noted the dominance of the functionalist approach that emphasizes 
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formalized rule structures in designing and managing security. It is the 
notion of predictive knowledge that has influenced the functionalist 
approach to formulating policies for monitoring and control (Wheeler and 
Venter 2006). Predictive knowledge hence reinforces the functionalist 
paradigm when viewing designers and practitioners as solely technical 
experts (Wheeler and Venter 2006).  

Predictive knowledge assumes the intent by users to follow order, 
maintain status quo and reinforce rational choice (Wheeler and Venter 
2006). The functionalist structured approaches to information security have 
generated interest among information security researchers (e.g. Straub and 
Welke 1998; Siponen 2000; Von Solms and Von Solms 2005; Vorster and 
Labuschagne 2006) and is characterised by the use of many policies, 
frameworks and standards meant to foster order and control.  Figure 1-1 
points to one of the many structured functionalist approaches to information 
security governance noted by the researcher. 

 

 
Figure 1-1 Structured Functionalist Approach to Information Security 

Governance 

2.1 Guidelines 

Information security governance is endowed with rich functionalist 
guidelines which provide direction for the activities or process to achieving 
set goals. The Capability Maturity Model for Security (CMM-SEC) is an 
example of a guideline that defines the process an enterprise must go 
through to move from limited security capabilities to increasingly 
optimizing protection postures (Burton Group 2005). The National Institute 
of Standards and Technologies (NIST) has issued guidelines under the 

Proceedings of ISSA 2008

228



  

banner of the Risk Management Guide for Information Technology Systems 
in its Special Publication 800-30 (NIST SP 800-30). The ISO/IEC Guide 73 
released jointly by the International Organization of Standards (ISO) and the 
International Electro-technical Commission (IEC) provides specific 
guidance on terms and definitions of concepts related to risk management.   

2.2 Methodologies and Frameworks 
There are a variety of functionalist methodologies in use to identify, 
measure, control and monitor information security risks. These stem either 
from government regulations e.g. Sarbanes-Oxley Act (SOX) or industry 
recommendations such as CoBITTM, COSO, (Committee of Sponsoring 
Organisations of the Treadway, Commission, (Internal Control—Integrated 
Framework, 1992). There is also Turnbull in the UK, CoCo in Canada, 
KING II, in South Africa and the IT Infrastructure Library (ITIL) for IT 
service management. 

2.3 Standards 
Standards are also functionalist in nature and are continually developed for 
the purpose of serving as measures for organizations to achieve desirable 
ends. They fall short of the main purpose of guidelines and frameworks 
since these do not show how to achieve stated ends. The latter assist 
organizations by showing how these stated ends may be achieved.  An 
example of a prominent standard in use in South African is the ISO/IEC 
17799 standard adopted from the British Standard BS 17799.   

It is only by a closer examination of the information security risk 
management process and specifically the policy adoption process does one 
realize that information security activities are guided by an approach that is 
multi-faceted and not restricted to only blindly following frameworks, 
guidelines or standards in a purely functionalist manner.   

3 REFLEXIVITY AND IMPROVISATION  
Even as early as the 1970’s scholars and researchers of systems 

thinking (Cleveland 1973) generated ideas of the need for holistic systems 
approaches to management. Cleveland (1973) argued on the need to match 
what became known as unsystematic reality with ‘constructive ambiguity’. 
This argument opposed the functionalist premise while proposing that the 
management systems then, were too exact, too clear and therefore too rigid. 
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In the present times, the same attributes are still common in many 
organizations and have been instrumental in shaping and monitoring policy.  
The main problem with this thinking then and now is that in an effort to 
build efficient systems, scholars have been tempted to analyse and view 
everything systematically, while avoiding the soft socio-cognitive aspects of 
purposes and meaning. The gap in approach has been filled presently by 
studies relating to reflexivity and improvisation (Ciborra 1999; Ogus 2000).  
Much has been written concerning improvisation, strategy formulation and 
implementation (Perry 1991). These studies acknowledge actions that 
provide for reflexivity, in the sense that activities could be done in more that 
one way and each way finely fitting the situation (Scribner 1984). Self 
Policing is seen as the expression of reflexivity and increases efficiency in 
governance in two ways; one, remediation is achieved early; two, there is 
reduction in enforcement effort (Innes 1999). In an effort to understand this 
soft discourse, the next section presents the methodology that was used. 

4 RESEARCH METHODOLOGY 
A single case research strategy was employed, which was exploratory, 
interpretive and contextual. It sought to generate new insights into the 
phenomenon of collective improvisation in information security. As a 
pointer, this researcher drew a level of comfort from the interpretive 
paradigm. The researcher was able to identify, examine and evaluate the 
phenomenon of collective improvisation through the subjects’ eyes and 
from the subjects’ perspective (Hu et. al. 2007; Strauss & Corbin 1998). The 
interpretive paradigm permitted the researcher to provide useful insights that 
integrated the technical and the sociological human aspects of information 
security.  

4.1 Grounded Theory Techniques 
The researcher used grounded theory techniques to inductive derive a 
framework that emphasizes the fit between data and ‘reality’. Grounded 
theory techniques, (Glaser & Strauss 1967; Glaser 1978; Strauss 1987; 
Strauss & Corbin 1990) formed a basis for content analysis of raw data and 
proved an attractive means for inductive reasoning. It should be noted that 
grounded theory has been used successfully in both organizational and 
information systems research (Orlikowski 1993; Sarker et. al. 2001; Trauth 
& Jessup 2000; Urquhart 1997). 
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4.2 Data Collection  
Gathering primary data on information security proved to be challenging. 
What was experienced confirmed the findings of Kotulic & Clark (2004) 
namely that organisations are reluctant to share information about security 
policies with individuals from outside the company. The primary data was 
gathered and consisted of a series of 11 in-depth interviews with senior 
practitioners. The single organization was a large multi-national 
corporation.  

5 RESULTS AND INTERPRETATION  
The researcher used ISO 17799 domains to establish Units of Analysis or 
activities common in information security governance that employed a high 
degree of collective cognitive abilities. The researcher then interviewed 
practitioners engaged in these activities. The recorded interviews were 
transcribed and arranged into themes related to each of these units for 
analysis. Codes were derived from the transcripts that would help establish 
the level of conceptual density of instances of reflexivity and collective 
improvisation in these units. High level concepts were derived from these 
codes. What followed was the deriving of still even higher level categories 
from the concepts related to collective improvisation in each of the units. 
Table 1 shows a mapping of the units of analysis to the ISO 17799 
structured domains.  

 
 
 
 
 
 
 
 
 
 

Table 1. Mapping ISO 17799 Domains to Research Units of Analysis 
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The understanding and integration of concepts and categories was 
done iteratively (Glaser & Strauss 1967). Table 2 below shows the process 

CORE InfoSecurity Management Activities 
ISO 17799 Sections 

Re-
search ed

Unit of Analysis 

   Section  Type of Activity 
(Domain) 

  

 1 Introduction Reference 
text   n/a 

n/a n/a 

IDENTIFY 2 Introduction Reference 
text   n/a 

n/a n/a 

 3 Security policy Yes 3 
Information 
Security Policy 

 4  Security organisation  *No   

 5 Information Asset 
Classification and 
Control 

Yes 1 Assets control 

ANALYSE 6 Personnel Security *No  
 7 Physical and 

Environmental Security  
 2 

Information 
Architecture 
Security 

 8 Communications and 
Operations Management 

*No  

RESPOND 9  Access Control  *No   
 10  System Development and 

Maintenance 
Yes 4 

Event 
Monitoring 

 11 Business Continuity and 
Management 

Yes 6  
Business 
Continuity 

 12 Compliance with legal 
requirements  

Yes 5 
Governance and 
Regulatory 
Compliance 

* No – activities that were deemed to lack any depth in cognitive- reflexivity were not researched on  
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undertaken by the researcher to analyse data using grounded theory 
techniques.  

Table 2.  Research Process 

RESEARCH PROCESS 

 

Process 1 Analyse 
data relating to 
the first unit of 
analysis to 
conceptualise 
improvisation 

Use open 
coding  

 

Develop 
concepts, and 
categories 
relating to 
improvisation in 
information 
security 
activities 

  

Process 2 Theoretical sampling Literal and theoretical 
replication across cases 
(go to process 3 until 
theoretical saturation) 

Confirms, 
extends, and 
sharpens 
theoretical 
framework by 
analysing the 
rest of the units 
of analysis 

Process 3 Analyse data relating 
to 
the subsequent other 
units of analysis to 
conceptualize 
improvisation 

Use open 
coding  

  

Develop 
concepts, and 
categories 
relating to 
improvisation in 
information 
security 
activities  

 

Process 4 Explore relationships 
between concepts and 

Use axial 
coding  

Develop 
connections 
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RESEARCH PROCESS 

 

Categories from all 
units of Analysis 

 

Use selective 
coding 

between a 
category and its 
sub-categories  

 

Integrate 
categories to 
build theoretical 
framework 

Process 5 Reaching closure Theoretical saturation 
when possible  

Ends process 
when marginal 
improvement 
becomes small  

 
5.1 Interpretation  
 
Over 200 codes were generated and 19 independent, contextual concepts 
relating to collective improvisation were identified. Each unit of analysis 
was analysed independently. From analysing the concepts, it was discovered 
that collective improvisation was more conceptually dense, i.e. occurred in 
many instances on the operational based domains listed in ISO 17799. A 
summary of results that analysed the level of conceptual density is shown in 
Table 3 below.  

 
 
 
 
 
 
 

Table 3.  Mapping of Concepts with Collective Improvisation 
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Units of Analysis 

 

Activities 
related to; 

Sub categories 

 

(Collective 
Improvisation ) 

Core 
Categories 

Conceptual 
Density of 
Concepts 

Concepts 

 Strategic  1 Being practical 

 Tactical    

1  

Assets control 

 Operational    

    

Strategic  3 Exceptionality,  
Being inventive,  
Rational adoptive 

 Tactical    

2 

Information 
Architecture 
Security 

 Operational   

 
Strategic  1 Being quick-

witted   

 Tactical  1 Lateral thinking 

3 

Information 
Security 
Policy 

 Operational    

 Strategic   

 Tactical  1 Being ingenious 

4 

Event 
Monitoring  

 Operational   1 Being capable   

  
Strategic  2 Getting by,  

Being practical  
 Tactical    

5 

Governance 
and 
Regulatory 
Compliance  

Operational    

    

Strategic  4 Being quick-
witted,  Being 
innovative,  
Lateral thinking,  
Being ingenious 

6  

Business 
Continuity 

 Tactical    
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Units of Analysis 

 

Activities 
related to; 

Sub categories 

 

(Collective 
Improvisation ) 

Core 
Categories 

Conceptual 
Density of 
Concepts 

Concepts 

     

Operational 5 Being resourceful,  
Managing,  Being 
inspired,  Quick 
reaction,      
Exceptionality 

19  19  

 

5.2 Axial Codes: Establishing the Principle of Self Policing by 
Substituting Frameworks 

Tentative findings reveal that collective improvisation is most pronounced 
in activities related to operational activities (specifically business 
continuity) in governance. Collective improvisation was particularly 
expressive in self-policing where practitioners were at operational level 
collectively vigilant in extending self-policing procedures to deter, quickly 
investigate and contain threats to information. Using Axial Coding the 
researcher was able to draw relationships between various core categories. 
This enabled the researcher to come up with the diagram below. Figure 1-2 
shows the relationships between the units of analysis and the core categories 
(Strategic, Tactical and Operational).  
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Figure 1-2 Relationship between Categories: Conceptual Density of 

Collective Improvisation  
 

Figure 1-2 illustrates the conceptual density of collective 
improvisation as exemplified in areas where practitioners collectively 
engaged innovatively. Deeper insights reveal that the internalized 
knowledge of these practitioners was expressive in these innovative 
engagements temporarily substituting frameworks with their own self-
policing initiatives. Self-policing and reflexivity made it necessary for the 
practitioners to be adaptive to contingencies.  

6 CONCLUSION  
To conclude, the paper has generated new insights and suggested a holistic 
understanding of a wide spectrum of socio-cognitive issues related to 
information security governance. An important part of this discourse was 
introducing the idea of reflexivity and collective improvisation and the role 
it played in information security governance. Such a role was manifested as 
self-policing.  
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Through a case study research, the paper has proposed a framework for 
understanding collective improvisation in information security governance. 
By understanding the proposed framework, practitioners will be able to 
appreciate a multi-faceted approach to Information Security governance. As 
laid down by the paper, the framework proposed should accommodate 
reflexive ways of dealing with  ‘intractable problems’; away from narrow 
structured based approaches. Reflexivity should be accommodated in the 
planning, management and monitoring of information security within an 
organisation.  
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ABSTRACT  
"The good thing about standards is that there are so many of them." This 
humorous comment is often made when some well meaning team member 
wants to solve a problem by referring to a standard. This may be true, but 
what is also true is that information systems are becoming more "complex" 
(in the vaguest sense of the word), that systems and the information 
processed are more distributed and that the requirement for access is more 
demanding. Also, the requirement for access is not limited to, or from, a 
specific or single site, organisation or even country. This has a huge effect 
on interfacing requirements, information storage and presentation formats 
and, of course, security.  

Adopting internationally recognised standards is a definite route to 
solve a lot of these problems. Standards are a mechanism for different 
stakeholders to refer to a common, trusted reference. Standards provide a 
common technological language, thus enabling a system stakeholder to 
provide definitions for terms used in a project, and to qualify vague 
expressions such as "complex".  

The South African Bureau of Standards (SABS) is the recognised 
national institution for the promotion and maintenance of standards in South 
Africa. The SABS prepare and publish South African National Standards 
(identified by the letters SANS) reflecting national consensus on a wide 
range of subjects. A business unit of the SABS, Standards South Africa 
(StanSA), administers more than 450 technical committees and 
subcommittees to produce standards. The SABS is a member body of the 
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International Organisation for Standardisation (ISO) and participates 
actively in a number of their committees.  

This tutorial provides a short introduction to International and South 
African National Standards related to Information Security. Some of the 
existing standards are highlighted and the development process is 
introduced. The tutorial focuses on ISO/IEC International Standards and the 
national adoption or development by StanSA.  
 
KEY WORDS  
Information Security, Security Requirements, System Life Cycle, 
International Standards, National Standards, SABS, StanSA, ISO/IEC, 
Development of Standards  
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AN INTRODUCTION TO STANDARDS RELATED 

TO INFORMATION SECURITY  

1 INTRODUCTION  
Information systems are becoming more complex – systems and the 
information processed are more distributed and the requirement for access is 
more demanding. Also, the requirement for access is not limited to, or from, 
a specific or single site, organisation or even country. This has a huge effect 
on interfacing requirements, information storage and presentation formats 
and, of course, security.  

Adopting internationally and nationally recognised standards is a 
definite route to solve a lot of these problems. Standards are a mechanism 
for different stakeholders to refer to a common, trusted reference, and 
provide a common technological language.  

The trusted reference and technological language provided by 
International Standards are especially important in the information security 
environment where many organisations view information security as new 
technology or an uncharted domain. These organisations often have to rely 
on so called security experts or, even worse, self proclaimed gurus. Security 
related standards can help these organisations to see through the "buzz" 
words and to better understand the role and place of security and the related 
technologies.  

This paper provides an introduction to International and South African 
National Standards related to Information Security. Some of the existing 
standards are highlighted and the development process is introduced. The 
paper focuses on ISO/IEC International Standards and the national adoption 
or development by StanSA.  

2 STANDARDS – PURPOSE AND ADVANTAGES  

The South African Bureau of Standards (SABS) describes a standard as 
follows:  

A Standard is a published document which lists specifications and 
procedures established to ensure that a material, product, method or service 
is fit for its purpose and perform in the manner it was intended for. 
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Standards define quality and establish safety criteria. Conformance to 
standards ensures quality and consistency.  

The World Trade Organisation (WTO) defines a standard in its 
Agreement on Technical Barriers to Trade (TBT) as:  

A document approved by a recognised body, that provides, for 
common and repeated use, rules, guidelines or characteristics for products 
or related processes and production methods, with which compliance is not 
mandatory. It may also include or deal exclusively with terminology, 
symbols, packaging, marking or labelling requirements as they apply to a 
product, process or production method.  

Life is too short to reinvent the wheel. In the ever progressing world 
of information technology, it is good to know that a lot of the work has 
already been done. However, it is difficult to known which of the vast 
amount of resources can be trusted. International security related standards 
are developed by experts in the field, checked by the national standards 
bodies of many countries, and are internationally accepted and proven. 
National standards, on the other hand, also take the relevant country's 
environment into account. International standards adopted as a national 
standard, provides the best of both worlds.  

3 INFORMATION SYSTEMS AND INFORMATION SECURITY  
It is important to remember that security must be a stated requirement for 
any information system. Security must have the same importance as other 
requirements, such as functionality and usability. Also, security is a quality 
attribute. Security cannot be viewed in isolation. It is as much part of a 
system as any other component, and influences the concept, development, 
production, utilisation, support and retirement of a system just like any other 
requirement and limitation placed on the system. It is imperative that 
security be taken into account in all processes and stages of a system's life 
cycle, and that security must be managed.  

From these observations, it is clear that information security cannot be 
addressed by applying information security standards alone. The 
information security standards must be used together with information 
system, management related and quality standards.  

It is for this reason that this paper introduces not only information 
security standards, but also system life cycle related standards, quality 
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management and quality evaluation standards, and information security 
management standards.  

4 INFORMATION SECURITY STANDARDS  
Probably the most well known information security standard was the 
ISO/IEC 17799, which was adapted from the British standard BS 7799. This 
standard now forms part of the ISO/IEC 27000 family of standards that 
addresses Information Security Management Systems (ISMS), and has been 
renumbered to ISO/IEC 27002.  

ISO, together with IEC, published a whole portfolio of standards 
related to generic methods, techniques and guidelines for information, IT 
and communication security. This includes the areas of security 
management, conformance assessments and security evaluation criteria. 
Work continues in the maintenance of these standards, as well as the 
development of new standards.  

4.1 Information Security Management Systems  
Information security is a fundamental component of governance and social 
responsibilities of organisations. Organisations are expected, and sometimes 
legally obliged, to implement and manage information security. Information 
security management systems are addressed by the ISO/IEC 27000 family 
of standards.  

Examples of standards published or being developed in this category 
are:  
•  ISO/IEC 27000: Information technology – Security techniques – 

Information security management systems – Overview and vocabulary  
•  ISO/IEC 27001: Information technology – Security techniques – 

Information security management systems – Requirements  
•  ISO/IEC 27002: Information technology – Security techniques – Code of 

practice for information security management  
•  ISO/IEC 27003: Information technology – Security techniques – 

Information security management system implementation guidance  
•  ISO/IEC 27004: Information technology – Security techniques – 

Information security management measurements  
•  ISO/IEC 27005: Information technology – Security techniques – 

Information security risk management  
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•  ISO/IEC 27006: Information technology – Security techniques – 
Requirements for bodies providing audit and certification of information 
security management systems  

4.2 Cryptography and Security Mechanisms  
A number of standards are produced by ISO/IEC that covers cryptographic 
and non-cryptographic techniques and mechanisms for use in security 
services. The techniques and mechanisms include:  
•  Confidentiality  
•  Entity authentication  
•  Non-repudiation  
•  Hash functions  
•  Digital signatures  
•  Key management  

Examples of standards published or being developed in this category 
are:  
•  ISO/IEC 9797-1: Information technology – Security techniques – 

Message Authentication Codes (MACs) – Part 1: Mechanisms using a 
block cipher  

•  ISO/IEC 9798-1: Information technology – Security techniques – Entity 
authentication – Part 1: General  

•  ISO/IEC 9979: Information technology – Security techniques – 
Procedures for the registration of cryptographic algorithms  

•  ISO/IEC 10118-1: Information technology – Security techniques – Hash-
functions – Part 1: General  

•  ISO/IEC 11770-1: Information technology – Security techniques – Key 
management – Part 1: Framework  

•  ISO/IEC 15846-1: Information technology – Security techniques – 
Cryptographic techniques based on elliptic curves – Part 1: General  

•  ISO/IEC 18033-3: Information technology – Security techniques – 
Encryption algorithms – Part 3: Block ciphers  

4.3  Security Evaluation Criteria  
The standards for IT Security evaluation and certification of IT systems, 
components, and products are also very important. These standards include 
consideration of computer networks, distributed systems, associated 
application services, etc. Distinction is made on three aspects:  
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•  Evaluation criteria  
•  Methodology for the application of the criteria  
•  Administrative procedures for evaluation, certification an accreditation 

schemes 
Examples of standards published or being developed in this category 

are:  
•  ISO/IEC 15408-1: Information technology – Security techniques – 

Evaluation criteria for IT security – Part 1: Introduction and general 
model  

•  ISO/IEC 15408-2: Information technology – Security techniques – 
Evaluation criteria for IT security – Part 2: Security functional 
requirements  

•  ISO/IEC 15408-3: Information technology – Security techniques – 
Evaluation criteria for IT security – Part 3: Security assurance 
requirements  

•  ISO/IEC 15443-1: Information technology – Security techniques – A 
framework for IT Security assurance – Part 1: Overview and framework  

•  ISO/IEC 15443-2: Information technology – Security techniques – A 
framework for IT Security assurance – Part 2: Assurance Methods  

•  ISO/IEC 15443-3: Information technology – Security techniques – A 
framework for IT Security assurance – Part 2: Analysis of Assurance 
Methods  

•  ISO/IEC 18045: Information technology – Security techniques – A 
framework for IT Security assurance – Methodology for IT Security 
Evaluation  

4.4 Security Controls and Services  
With the growing requirements for standards and guidelines addressing 
services and applications supporting the implementation of ISO/IEC 27001 
control objectives and controls, a number of standards are being produced 
by ISO/IEC within the context of an overall internal control structure.  

Examples of standards published or being developed in this category 
are:  
•  ISO/IEC 18043: Information technology – Security techniques – 

Selection, deployment and operations of intrusion detection systems  
•  ISO/IEC 18044: Information technology – Security techniques – 

Information security incident management  
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•  ISO/IEC 24762: Information technology – Security techniques – 
Guidelines for information and communications technology disaster 
recovery services  

•  ISO/IEC 27033-1: Information technology – Security techniques – 
Network Security – Part 1: Guidelines for network security  

•  ISO/IEC 27034-1: Information technology – Security techniques – 
Guidelines for Application Security – Part 1: Overview and Concepts  

4.5 Identity Management and Privacy Technologies  
ISO/IEC develops and maintains standards and guidelines addressing 
security aspects of identity management, biometrics and the protection of 
personal data.  

Examples of standards published or being developed in this category 
are:  
•  ISO/IEC 24760: Information technology – Security techniques – A 

framework for identity management  
•  ISO/IEC 29100: Information technology – Security techniques – A 

privacy framework  
•  ISO/IEC 29101: Information technology – Security techniques – A 

privacy reference architecture  
•  ISO/IEC 29115: Information technology – Security techniques – Entity 

authentication assurance  

5 INFORMATION SYSTEM ENGINEERING STANDARDS  
The introduction to ISO/IEC 15288 (Systems and Software Engineering – 
System life cycle processes) states the following.  

The complexity of man-made systems has increased to an 
unprecedented level. This has led to new opportunities, but also to increased 
challenges for the organisations that create and utilise systems. These 
challenges exist throughout the life cycle of a system and at all levels of 
architectural detail. They arise from several sources:  
•  There are inherent differences among the hardware, software and human 

elements from which systems are constructed.  
•  Almost every present-day system contains, and/or is modelled and 

supported by computer-based technology.  
•  There is a lack of harmonization and integration of the involved 

disciplines, including science, engineering, management and finance.  
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There is therefore a need for a common framework to improve 
communication and cooperation among the parties that create, utilise and 
manage modern systems in order that they can work in an integrated, 
coherent fashion.  

The standards produced by ISO/IEC in the domain of systems and 
software engineering, such as ISO/IEC 15288, concern those systems that 
are man-made and may be configured with one or more of the following: 
hardware, software, data, humans, processes (e.g. processes for providing 
service to users), procedures (e.g. operator instructions), facilities, materials 
and naturally occurring entities.  

Standards such as ISO/IEC 15288 provide a common process 
framework covering the life cycle of man-made systems. This life cycle 
spans the conception of ideas through to the retirement of a system. It 
provides the processes for acquiring and supplying systems. In addition, this 
framework provides for the assessment and improvement of the life cycle 
processes.  

ISO/IEC 15288 also provides processes that support the definition, 
control and improvement of the life cycle processes used within an 
organisation or a project. Organisations and projects can use these life cycle 
processes when acquiring and supplying systems.  

All these aspects are applicable to information security. Information 
security always forms part of a bigger system, and should thus be part of the 
consideration of the whole system, throughout the full life cycle, starting 
with the requirements imposed by security during the requirements analysis 
stages. Implementing information security results in the creation of a system 
in its own right, subject to all processes and standards of handling man-
made systems. Information systems and information security cannot and 
should not be viewed as two mutually exclusive subjects.  

As with information security, ISO, together with IEC, publishes a 
whole portfolio of standards related to processes, supporting tools and 
supporting technologies for the engineering of software products and 
systems. Work continues in the maintenance of these standards, as well as 
the development of new standards.  

Since the scope of this work is so vast, examples of only a few of the 
areas addressed are given here.  
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5.1 Software Product Measurement and Evaluation  
Standards and technical reports for software products evaluation and metrics 
for software products and processes. The software product quality 
requirements and evaluation (SQuaRE) series of standards are being 
developed in this area. Examples are:  
•  ISO/IEC 25000: Software Engineering -Software product Quality 

Requirements and Evaluation (SQuaRE) - Guide to SQuaRE  
•  ISO/IEC 25001: Software engineering -Software product Quality 

Requirements and Evaluation (SQuaRE) - Planning and management  
•  ISO/IEC 25020: Software engineering -Software product Quality 

Requirements and Evaluation (SQuaRE) - Measurement reference model 
and guide  

5.2 Life Cycle Management  
Standards and technical reports on Life Cycle Management.  
•  ISO/IEC 12207: Systems and Software Engineering - Software Life 

Cycle Processes  
•  ISO/IEC 15026: Systems and Software Engineering - Systems and 

Software Assurance  
•  ISO/IEC 15288: Systems and software engineering - System life cycle 

processes  
•  ISO/IEC 15939: Systems and software engineering - Measurement 

process  
•  ISO/IEC 16085: Systems and software engineering -Life cycle processes 

-Risk management  

6 OTHER STANDARDS  
Due to the practical limitations of this paper, other applicable 
standardisation efforts of ISO and IEC are only listed.  

6.1 Financial Services  
Standards in the field of banking, securities and other financial services.  

6.2 Quality Management and Quality Assurance  
Standards for quality management, including generic quality management 
systems and supporting technologies. The well-known ISO 9000 series falls 
within this scope.  
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6.3 Telecommunications and Information Exchange Between Systems  
Standards for telecommunications dealing with the exchange of information 
between open systems including system functions, procedures, parameters 
and equipment, as well as the conditions for their use.  

6.4 Cards and Personal Identification  
Standards in the area of identification and related documents, cards, and 
devices associated with their use in interindustry applications and 
international interchange.  

6.5 Automatic Identification and Data Capture Techniques  
Standards for data formats, data syntax, data structures, data encoding, and 
technologies for the process of automatic identification and data capture and 
of associated devices utilised in inter¬industry applications and international 
business interchanges.  

6.6 Biometrics  
Standards for generic biometric technologies pertaining to human beings to 
support interoperability and data interchange among applications and 
systems.  

7 DEVELOPMENT OF INTERNATIONAL STANDARDS  
A number of organisations develop international standards – ITU, IEEE, 
IEC, to name but a few. Increasingly, the SANS are being harmonised with 
international standards in order to facilitate trade.  

The International Organisation for Standardisation (ISO) produces 
voluntary consensus standards through its decentralised global system of 
standardisation. This paper focuses on ISO because of the active 
involvement of the SABS in ISO and ISO/IEC committees.  

ISO states the follow regarding the development of standards.  
ISO is a network of the national standards institutes of 157 countries, 

on the basis of one member per country, with a Central Secretariat in 
Geneva, Switzerland, that coordinates the system. ISO is a non-
governmental organisation, its members are not, as is the case in the United 
Nations system, delegations of national governments. Nevertheless, ISO 
occupies a special position between the public and private sectors. This is 
because, on the one hand, many of its member institutes are part of the 
governmental structure of their countries, or are mandated by their 
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government. On the other hand, other members are in the private sector. 
Therefore, ISO is able to act as a bridging  

organisation in which a consensus can be reached on solutions that 
meet both the requirements of business and the broader needs of society, 
such as the needs of stakeholder groups like consumers and users.  

Although ISO standards are voluntary, the fact that they are developed 
in response to market demand, and are based on consensus among the 
interested parties, ensures widespread applicability of the standards. 
Consensus, like technology, evolves and ISO takes account both of evolving 
technology and of evolving interests by requiring a review of its standards at 
least every five years to decide whether they should be maintained, updated 
or withdrawn. In this way, ISO standards retain their position as the state of 
the art, as agreed by an international cross-section of experts in the field.  

Technical committees are established to serve specific industries or 
generic subjects, in order to develop International Standards or other ISO 
publications appropriate to the needs of that sector. Subcommittees are 
established and dissolved by the parent technical committee, subject to 
ratification by the technical management board. A subcommittee is set up to 
focus on specific parts of the overall standards requirement. Technical 
committees or subcommittees may establish working groups for specific 
tasks. All national bodies have the right to participate in the work of 
technical committees and subcommittees, either as a P-member, an O-
member or a L-member.  

P-members participate actively in the work, and have an obligation to 
vote on all questions formally submitted for voting within the technical 
committee or subcommittee, on enquiry drafts and final draft International 
Standards, and to participate in meetings. O-members follow the work as 
observers, and may receive committee documents and have the right to 
submit comments and to attend meetings. L-members (liaison members) has 
no power of vote, but has some options to attend meetings and receive 
documents.  

A few of the relevant technical committees are listed below.  
• ISO/IEC JTC 1 (Information Technology)  
• ISO TC 68 (Financial services)  
• ISO TC 176 (Quality management and quality assurance)  
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JTC 1 is a Joint Technical Committee of ISO and the International 
Electrotechnical Committee (IEC), and is responsible to develop standards 
and technical reports for information technology. A few of the relevant 
subcommittees of JTC 1 are listed below.  
•  ISO/IEC JTC 1 SC 6 (Telecommunications and Information Exchange 

Between Systems)  
•  ISO/IEC JTC 1 SC 7 (Systems and Software Engineering)  
•  ISO/IEC JTC 1 SC 17 (Cards and Personal Identification)  
•  ISO/IEC JTC 1 SC 25 (Interconnection of Information Technology 

Equipment)  
•  ISO/IEC JTC 1 SC 27 (Security Techniques)  
•  ISO/IEC JTC 1 SC 31 (Automatic identification and data capture 

techniques)  
•  ISO/IEC JTC 1 SC 37 (Biometrics)  

7.1 Information Security Standards  
SC 27 of JTC 1 is responsible for standardisation of generic methods and 
techniques for IT Security. This includes:  
•  identification of generic requirements (including requirements 

methodology) for IT system security services,  
•  development of security techniques and mechanisms (including 

registration procedures and relationships of security components),  
•  development of security guidelines (e.g. interpretative documents, risk 

analysis), and  
•  development of management support documentation and standards (e.g. 

terminology and security evaluation criteria).  
SC 27 consists of the following working groups:  

•  WG 1 (Information security management systems)  
•  WG 2 (Cryptography and security mechanisms)  
•  WG 3 (Security evaluation criteria)  
•  WG 4 (Security controls and services)  
•  WG 5 (Identity management and privacy technologies)  

7.2 Systems and Software Engineering Standards  
SC 7 of JTC 1 is responsible for standardisation of processes, methods and 
supporting technologies for the engineering and management of software 
and systems throughout their life cycles.  
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SC 7 consists of the following working groups:  
•  WG 1a (ICT Governance)  
•  WG 2 (Systems and Software Documentation)  
•  WG 4 (Tools and Environment)  
•  WG 6 (Software Product Measurement and Evaluation)  
•  WG 7 (Life Cycle Management)  
•  WG 10 (Process Assessment)  
•  WG 19 (Open distributed processing and Modelling Languages)  
•  WG 20 (Software Engineering Body of Knowledge)  
•  WG 21 (Asset Management)  
•  WG 22 (Vocabulary)  
•  WG 23 (System Quality Management)  
•  WG 24 (SLC Profiles and Guidelines for VSE)  
•  WG 25 (IT Service Management)  
•  WG 26 (Software testing)  
•  WG 42 (Architecture)  

8 DEVELOPMENT OF SOUTH AFRICAN STANDARDS  
The South African Bureau of Standards (SABS) is the recognised national 
institution for the promotion and maintenance of standards in South Africa. 
The SABS prepare and publish South African National Standards (identified 
by the letters SANS).  

As with ISO, standards are developed by committees. Committees can 
be technical committees (TCs), subcommittees (SCs) of technical 
committees, or working groups (WGs). A business unit of the SABS, 
Standards South Africa (StanSA), administers more than 450 technical 
committees and subcommittees to produce standards.  

Technical committees are constituted to be representative of valid 
national interests in the standardisation of products or processes. 
Membership is preferably on the basis of organisation, association or forum 
representation as opposed to an individual basis. An organisation can join a 
technical committee or subcommittee as a P-member or an O-member.  

A P-member participates actively in the work, and has an obligation to 
respond to documents circulated for comment, voting or both, and to 
participate in and vote at meetings. An O-member follows the work as an 
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observer. Such a member will receive committee documents and may 
submit comments and participate in meetings, but may not vote.  

The development of South African standards is funded by the state. 
StanSA acts as a facilitator in the development and maintenance of South 
African standards, and also as the publisher of standards.  

Two options are available when considering a new national standard:  
•  Adopt without change an international or regional standard. This has the 

advantage that the resulting adopted standard is produced cheaply, 
quickly and easily. It might not, however, represent fully the needs and 
requirements of the South African market.  

•  Develop a South African standard containing at least some different 
requirements. This has the advantage that a more focused standard can be 
achieved that addresses local needs well. The development of such a 
standard is costly and time consuming, and the result of the process may 
well be a re-invention of the wheel.  

Nearly all the information security related SANS standards are 
adopted from ISO/IEC International Standards or ISO/IEC Technical 
Reports.  

The underlying principles of the preparation of national standards and 
other normative documents published by StanSA are described in SANS 1-
1:2003 Standards for Standards, Part 1: The development of national 
standards and other normative documents.  

A few of the relevant technical committees are listed below. The 
stated responsibilities have been taken from the scope of each committee as 
provided on its website.  
•  StanSA TC 71 (Information Technology) is responsible for 

standardisation and dissemination of information in the field of 
information technology and electronic data interchange.  

•  StanSA TC 74 (Communication Technology) is responsible for 
standardisation in the field of communication technology of consumer 
and professional electronics.  

•  StanSA TC 168 (Banking Sector), which is responsible for 
standardisation in the field of the banking, securities and other financial 
services.  

•  StanSA TC 176 (Quality Assurance and Quality Management Matters) is 
responsible for standardisation in the field of quality assurance and 
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quality management including generic quality management systems 
(QMS) and supporting technologies.  

•  StanSA TC 178 (Risk Management) is responsible for standardisation in 
the field of organisation wide risk management in accordance with good 
corporate governance and other risk management best practices.  

• • StanSA TC 179 (Security Management) is responsible for 
standardisation of systematic approaches to security management in 
various fields.  

•  StanSA TC 5120.14 (Security) is responsible for standardisation in the 
field of security in terms of entrance control and the storage of valuables 
and the minimisation risk.  

It may seem strange that the committees for Security Management and 
Security are also listed. However, it must be remembered that physical 
security also plays a role in information security.  

8.1 Information Security Standards  
SC 71F (Information Security) is a subcommittee of TC 71. This committee 
is responsible for Standardisation in the field of information security, 
including guides and codes of practice intended to assist organisations to 
develop security standards and effective security management practices, as 
well as specifications to support certification of companies as a means to 
promote confidence by other organisations and consumers.  

The activities of StanSA SC 71F and its working groups correspond to 
those of ISO/IEC JTC 1 SC 27.  

8.2 ICT Systems and Software Engineering Standards  
SC 71C (ICT Systems and Software Engineering) is a subcommittee of TC 
71, and is responsible for Standardisation in the field of systems and 
software engineering, excluding hardware. This may be expanded as 
standardisation of processes, supporting tools and supporting technologies 
for the engineering of software products and systems, and the development 
of a unified set of systems and software engineering standards widely 
accepted by the intended class of users.  

The activities of StanSA SC 71C and its working groups correspond 
to those of ISO/IEC JTC 1 SC 7, although because of resource limitations, 
not all SC 7 working groups are always addressed.  

Proceedings of ISSA 2008

256



 

9 HOW TO BECOME INVOLVED  
StanSA participate in technical committees and subcommittees of ISO and 
the International Electrotechnical Commission (IEC). The views of local 
stakeholders are gathered through local technical committees and 
subcommittees, and conveyed to the appropriate international committees of 
ISO and IEC. This is an extremely important function, as it ensures that, 
wherever possible, local considerations are incorporated into international 
standards during their formation.  

Because StanSA is committed, wherever possible, to adopting 
international standards for local use, it is vital that international standards 
accommodate the needs of local stakeholders. Also, through this 
participation, South Africa can influence the contents of international 
standards.  

It is important that South African organisations participate in 
standards committee work, to ensure that their views are known.  

Organisations wishing to be part of this exciting opportunity, should 
contact the SABS, or the author.  

10 CONCLUSION  
This paper only touched the tip of the iceberg where international security 
standards are concerned. For more information on ISO and SANS standards, 
a visit to the respective web sites are recommended. Also, ISO is only one 
of a number of international organisations developing standards or 
recommendations related to information security, for example the IEEE and 
ITU-T.  
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ABSTRACT 

The drive from the South African Government towards the adoption of open 
source software across all platforms, incurred a number of research and 
development questions. The open source domain provides especially 
SMME’s with options to implement high quality software that are 
financially viable. Although software costs is a major factor within 
providing proper working environments, specific security issues pertaining 
to open source needs to be addressed. With the opening of networks as well 
as the availability of information, companies need not only implement 
security policies, but also constantly upgrade implementations. The study of 
open source security issues as well as the actual evaluation of tools therefore 
becomes essential. 

The purpose of this paper is to study the security issues within the open 
source environment and looking specifically at the use of security software 
originating from the open source domain. We provide details and results of 
surveys conducted around the adoption of security tools within South 
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African companies. The study leads to us proposing a emerging framework 
for the evaluation of open source security tools. 

KEY WORDS 

Open source software, security, framework, evaluation, tools. 
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EMERGING FRAMEWORK FOR THE 

EVALUATION OF OPEN SOURCE SECURITY 

TOOLS 

1 INTRODUCTION 
Interest in open source software (OSS) has grown significantly within South 
Africa (SA) during the last couple of years. This intensification is partly due 
to the drive from the SA government towards the adoption of OSS within 
both the Government and the private sector (FOSS, 2006).  

Hoepman & Jacobs (2007) defines OSS as “software for which the 
corresponding source is available for inspection, use, modification and 
redistribution by the user”.  Dimaio (2007) states that the change to OSS is 
beneficial in terms of cost implications; fast implementation time; tailored 
applications as well as providing a shortcut to technological independence. 
As with any new paradigm, disadvantages or challenges are also a reality. 
Challenges or problems that are present within the open source domain 
mainly evolve around security issues (Mookhey, 2004).  

Industry and academia are divided into two main outlooks or groups 
when it comes to the security of open source software. On the one side are 
those stating that the openness of the code automatically decreases the 
security of the application or tool. This group states that the openness of the 
code leads to vulnerabilities being easier recognised and misused by 
attackers (Williams & Danahy, 2006; Hoepman & Jacobs, 2007). Attackers 
are also provided with a complete view of the product, including its 
vulnerabilities (Ford, 2007). Research conducted by Fortify (Chess, Lee & 
West, 2007) indicates that a poorly designed software built process may 
allow for an attacker to insert malicious code within the developed product. 
Any developer may contribute to OSS projects and no skills selection are 
required which may lead to un-secure code (Lawton, 2002). As no 
standardized quality control seems to be present within the development of 
OSS, this may result in the code not developed with security issues in mind 
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(Hoepman & Jacobs, 2007), or malicious code can be inserted within the 
developed product (Chess, Lee & West, 2007). 

The second group beliefs that the publishing of the source code adds 
to providing more secured programs or applications. Arguments published 
include: the availability of source code means that there is complete 
disclosure on how a specific software or feature or section is implemented 
(Ford, 2007). Hoepman & Jacobs (2007) state the free distribution of source 
code allows for the independent evaluation of that specific software by 
external parties. Williams & Danahy (2006) point out that the first step in 
assuring whether applications are secure is to study the source code. This 
leads to the identification of security vulnerabilities, design flaws as well as 
policy violations. Security flaws are rectified faster as the open source 
development domain see the fixing of bugs as a major interest rather than 
developing new features or a new version (Lawton, 2002). The likelihood of 
patching bugs within the software increases within the OSS domain thus 
making it easier to repair holes (Hoepman & Jacobs, 2007).  In the case that 
a vulnerability becomes known within the proprietary domain, the client is 
dependent on the specific vendor to develop and publish suitable patches or 
solutions. Within the open domain, this is however not the case (Ford, 
2007). Finally Hoepman & Jacobs (2007) states that the distribution of the 
source code forces programmers to produce quality code, especially since it 
will be evaluated by a world-wide audience.  

Arguments from both these camps hold value, and our focus is not in 
proving either. We rather set our focus on the utilisation and effectiveness of 
security tools developed within the open source domain. Evaluation results 
of open source security tools in terms of set standards and procedures seems 
lacking from the open source environment. Security experts within 
companies that need to implement security solutions have thus no means of 
determining which security tools are currently utilised effectively by 
companies. Also lacking is specific technical test results for open source 
security tools.  

In this paper we set to determine the use of open source security tools 
within SA (specifically Gauteng) companies. This as well as an intensive 
study into open source security tools lead us to proposing an evaluation 
framework for open source security tools. This research is guided by the 
following question: in the quest for providing secure systems and networks, 
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what OSS tools are available and how can they be evaluated for the quality 
of protection they provide? 

The paper is organised as follows: Section 2 describe current 
evaluation methods utilised to evaluate the usefulness of open source 
security tools; as well as a description of our evaluation process. Section 3 
provides a categorization of security tools according to the results from the 
industry surveys. Section 4 details the evaluation criteria and framework 
while Section 5 portrays results from our partially implemented framework. 
The paper concludes within Section 6. 

2 SECURITY TOOLS EVALUATION 
The evaluation of security tools in both the open source and proprietary 
domains are done in a number of different ways. For example McGann & 
Sicker (2005) mentions that such tools need to be evaluated in terms of 
robustness, ease of use, documentation, usefulness and actual functionality. 
Actual functionality refers to whether claims made by the developer/s are 
valid. Wilander & Kamkar (2003) focuses on a specific category of tools 
and evaluating the category by simulating a range of possible attacks.  

In the evaluation of security tools it is vital to determine the specific 
security category for which the tool is developed. In specifying this, the 
classified category can then be described in terms of minimum security 
features which the security tool need to satisfy. The evaluation of tools 
within a specific category can then be achieved by determining which 
security feature/s it adheres to. The institute for security and open 
methodologies (ISECOM) has developed an Open-Source Security Testing 
Methodology Manual (OSSTMM2 – see http://www.isecom.org/osstmm/) 
that describes a methodology for conducting security testing for 
organizations. The dimensions of the OSSTMM security testing process 
include visibility, access, trust, authentication, non-repudiation, 
confidentiality, privacy, authorisation, integrity, safety and alarm. In 
addition to this base list the software should also be tested in terms of its 
quality for example number of internal errors (Li et al., 2006). 

In order to work towards determining whether open source software 
with all its various security issues can be utilised effectively within the 
security tools environment, we have to follow a detailed process (see Figure 
1). 
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Figure 1: Evaluation Process 

 
The process consists firstly of defining the different categories in 

which open source software tools can be classified. This is achieved by 
studying the outputs from industry surveys as well as a detailed literature 
and technical study. After establishing the categories we set to list the 
available tools within the different categories. In working towards setting an 
evaluation framework the aspects necessary to evaluate the different tools 
need to be defined. These aspects are used to firstly set the evaluation 
framework and finally evaluate the tools.  

3 CATEGORIES & LIST OF TOOLS 
Two preliminary surveys were conducted within the Gauteng region 
(SouthAfrica) during 2006 & 2007 targeting a total of 208 companies. The 
focus of these surveys was to determine amongst others the adoption of OSS 
security tools. A total of 192 companies responded and 47% of the 192 
respondents indicate that they make use of open source security tools. 44% 
of these utilize OSS firewalls, 26% utilize OSS network monitoring tools 
and only 19% utilize OSS anti-malicious tools. A staggering 78% of the 
respondents within the survey regarded the security of Linux as inherently 
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adequate. Although this large percentage deems Linux as sufficient, 95% 
stated that they experience security threats on a daily basis. 

Results from the industry surveys as well as a detailed literature and 
technical study were used to define the following categories of open source 
security tools within the network domain:  

3.1 Category A: Scanning & Monitoring Tools 
The aim of a scanning tool is to search and detect systems that have not 
been configured with security in mind or that have not implemented security 
patches for specific software as vulnerabilities are exposed (Mookhey, 
2004). Monitoring tools refers to software that are utilized to continuously 
monitor networks in order to detect vulnerabilities in real-time. Tools within 
this category are further refined to include port scanners, network 
vulnerability scanners, web vulnerability scanners, password vulnerability 
testers and network monitoring. 

Port scanners remotely scan a target host and determine open ports. 
These types of applications are normally lightweight and are a valuable tool 
in determining unattended server applications (Poole, 2003). Network 
vulnerability scanners are used to determine incorrect network 
configurations (Mookhey, 2004), while web vulnerability scanners 
automatically scan and evaluate web servers and web applications for 
possible vulnerabilities. Password crackers or password vulnerability testers 
are programs focused around guessing passwords and comparing them to an 
illegally obtained password file off-line (Poole, 2003). Network monitoring 
tools are software tools that are used to scan or track inside the boundaries 
of a network (Tomsho, Tittel & Johnson, 2003).  

3.2 Category B: Analysis Tools 
A network analyzer is a tool that enables a person to listen to network traffic 
that originated from or is destined to the local network. These types of 
programs are able to intercept and decode all traffic routed along a network 
as well as display the actual content. The content displayed is for example 
the IP addresses (source and destination); protocol type and the contents of 
each of the seven protocol layers (Poole, 2003). The main type of analysis 
tools is packet sniffers, which collects copies of network packets and 
analyzes them to provide information that can be used to diagnose and 
resolve networking issues (Whitman & Mattord, 2004).  
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3.3 Category C: Intrusion Detection & Prevention Tools 
An intrusion detection system operates on the notion of a burglar alarm, 
activated upon detecting changes or violations within the network 
configuration. Different types of intrusion detection systems exist, namely 
network based that are used to protect network information assets as well as 
host-based to protect server or host information assets. Intrusion detection 
systems operate on either a signature-based or anomaly-based detection 
methods.  Signature based systems establishes signatures of different attacks 
and threats; all network traffic is then compared against these signatures for 
possible attacks. Anomaly-based systems collect data from normal traffic 
and establish a base-line against which network traffic are compared 
(Whitman & Mattord, 2004).  

3.4 Category D: Firewalls 
A firewall is a device (hardware or software) that prevents specific type of 
information from moving between the un-trusted network (outside the 
organization) and the trusted network (inside the organization).The 
advancements in firewall technology has led to defining three different type 
of firewalls, referred to as generations (Whitman & Mattord, 2004). They 
are first generation (packet filtering firewalls); second generation 
(application level firewalls) and third generation (stateful inspection 
firewalls). 

3.5 Category E: Anti-Malicious Tools 
Malicious software increased tremendously with the introduction and 
opening of networks. Security specialists have to guard constantly against 
malicious code such as viruses, worms and Trojans. Anti-malicious software 
is the most utilized OSS security software and various tools exist.  

3.6 Category F: Cryptography Tools 
Cryptography tools refer to specific encryption and decryption tools used to 
protect data. Tools that can provide cryptographic functions range from 
example protecting specific communication sessions; encryption of files; 
encryption of hard disks as well as wireless sessions. It is therefore not 
feasible within this study to provide a list of specific tools per category of 
protection due to the vast array of cryptographic possibilities. We rather 
focused on providing three tools that are used mostly in providing general 
cryptographic functions.  
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The surveys as well as the literature and technical study led to an 
extensive list of OSS tools currently available and used. Due to size 
restrictions within this paper it is not possible to provide the list (the 
complete list is available from the authors). 

4 EVALUATION FRAMEWORK 
This section describes a two level framework to guide the selection of a 
short list of security tools for further research and evaluation.  The first level 
of the framework deals with aspects related to the accessibility of tools and 
the second, more detailed level addresses the effectiveness of the tools. Each 
level consists of a set of criteria that address its intent. The framework is 
structured in this way to reflect a requirement of widespread use. Before any 
tool is eligible to be tested for its efficiency at protecting a system it would 
be necessary to be widely used first. The profile of the average user of open 
source software for the purpose of this research is therefore not limited to 
people with technically advanced computer skills. As such the general user 
is regarded as able to find, download, install and configure on the level of 
capability similar to general computer literacy. 

4.1 Level 1 
To fulfil the requirement that a security tool must be widely used, a number 
of aspects are identified. These include availability, version, platform, 
interface, download size, available documentation and support.  

Availability: this aspect indicates the ease of acquiring the software. 
This does not only relate to well known web sites but also to the same piece 
of software being available on multiple download locations. High 
availability shows that the software is easy to get hold of and by implication 
an indicator of a large user base. 

Version: software change over time and as the developer participation 
of a particular tools might be large the versions of the program can become 
confusing. This is seen especially in descriptions such as pre-release and 
release versions. In addition to this multiple versions with minor variations 
may exist. The importance of this indicator is that the user will be able to 
identify which versions are available and to make a choice between a stable 
or a developing version. 

Platform: many different operating systems are available to computer 
users. A user interested in a tool must be able to identify the platform for 
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which it is designed. The wide spread use of a tool is also influenced by the 
same tool available for different platforms.  

Interface: with the introduction of Windows 95 the computer user 
changed to a GUI user. Although a graphical user interface is the standard 
for program usage there is still the capability to use it from a command line 
which is predominately text based. 

Download size: the size of the program will affect the choice made by 
the user. A very large file will take longer to download and cost more. At 
the same time a program that needs to be distributed by any other means 
than download (for example mailing a digital media such as a compact 
disk), might make the user think twice before choosing to use it. 

Available documentation: this aspect is critical if the user is unfamiliar 
with the installation and configuration of the software. The more complete 
and easily available the documentation the wider it will be used. 

Support: in conjunction with the documentation, support for a 
particular product is useful in the event that problems are experienced or 
additional information are required. 

The application of the level 1 criteria resulted in a shortlist of tools that 
represent those most used for security purposes. The tools on this list has 
not been evaluated for the quality of security protection that it provides and 
for that purpose a second level of evaluation are required.  

4.2 Level 2 
The tool as an application forms an integral part of security and the 
methodology is instructive towards the compilation of a set of aspects for 
level 2 testing. The ability of the specific security tool to assist in the 
creation of a secure network forms the basis of level 2 testing. In specific 
the following aspects are included: 

Functionality: this refers to the actual functionality of the tool in 
relation to claims made by the developer/s. The documentation from level 1 
is analysed and it is determined whether the tool actually include the stated 
functionalities. 

Protection: the protection ability is evaluated according to the 
category in which the tool is classified. Each category is defined by a set of 
minimum protection abilities and the security tool is tested according to 
these defined abilities. 

Interoperability: security tools are generally created to only provide 
protection according to a set category. A requirement for such tools is its 
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ability to operate successfully with security tools from the same as well as 
other categories. 

Usability: the ease of use as well as the usefulness of the tool. The 
level of difficulty to install, configure and maintain the tool is evaluated. 
Also included is to determine the existing need for such a specific tool. 

Simulation: a simulated test bed or test environment is required in 
which current threats and attacks can be simulated. The security tool is then 
evaluated within this simulated environment for real-time attacks and 
vulnerabilities.   

5 RESULTS 
The results from the questionnaires showed a wide variety of tools in use. 
This is consistent with the milieu of the open source domain but makes the 
analysis and subsequent answer of the research question challenging. The 
evaluation of the extensive list of tools according to the first level of the 
framework was completed utilising a system of weights. For example a 
weight of 1 was assigned for each platform on which the tool can be 
implemented and 1 weight was assigned if telephonic support was available. 
This approach was followed to ensure that the tool that is most widely used 
in terms of level 1 criteria would make it to the short list of security tools 
that will be tested in the second level of the framework. Evaluating the 
extensive list of OSS security tools against the first level of our emerging 
framework led to the results displayed in Table 1. 

Table 1: First level Evaluation Results 
Category Security Tool 

Nmap -Network Mapper (http://insecure.org/nmap/): Rapidly scan small and large 
networks. A number of tools also make use of the functionality provided by Nmap, for 
example XNmap and Nessus 

Angry IP Scanner (http://www.angryziber.com/: A very fast scanner that scans IP 
addresses in any range as well as their ports. 

A: Port Scanners 

Unicornscan (http://www.unicornscan.org): This tool provides an interface for introducing 
small stimuli and measuring the response from TCP/IP enabled devices or networks.  

X-Scan (http://www.xfocus.org): A general network vulnerabilities scanner that can be 
utilized to scan for network vulnerabilities by using a multi-threading method.  

A: Network 
Vulnerability 
Scanners SARA (http://www.www-arc.com/sara/): The Security Auditor's Research Assistant 

(SARA) is A third generation Unix-based security analysis tool. This scanner is derived 
from the famous SATAN (Security Administrators Tool for Analyzing Networks) and 
features extensive usability and auditing capabilities. 

A: Web 
Vulnerability 

Nikto (http://www.cirt.net): Performs comprehensive tests against web servers for multiple 
items, including over 3300 potentially dangerous files/CGIs. 
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Webscarab(http://www.owasp.org/index.php/OWASP_WebScarab_Project): This tool 
analyses applications that are communicating via the HTTP and HTTPS protocols.  

Scanners 

Wikto (http://www.sensepost.com/research/wikto/): Built for the .NET 2 framework and 
contains a built-in web spider for directory discovery purposes.  
John the Ripper (http://www.openwall.com/john/): A fast password cracker that is 
available for different UNIX distributions, Windows, DOS, BeOS and OpenVMS.  
Cain & Abel(http://www.oxid.it): A password recovery tool for MS Windows. It allows 
easy recovery of various types of passwords by sniffing the network.  

A: Password 
Vulnerability 
Testers 

Ophcrack (http://sourceforge.net/projects/ophcrack/): A Windows password cracker based 
on a time-memory trade-off using rainbow tables.  
Nagios (http://www.nagios.org): A powerful network monitoring tool that are used for 
detecting specific network problems. Included in distributions such as Debian, Fedora and 
Suse.  
EtherApe(http://sourceforge.net/project/showfiles.php?group_id=2712): A graphical 
network monitoring tool, featuring Ethernet, IP, TCP, FDDI and Token Ring modes.  

A: Network 
Monitoring Tools 

WireShark(http://www.wireshark.org):Network protocol analyzer for UNIX, OS X and 
Windows. It allows for the examination of data from a live network or from a captured file 
on disk. WireShark was known as Ethereal up to 2006. 

Snort (http://www.snort.org): Performs real-time traffic analysis and packet logging on IP 
networks.  
Kismet (http://www.kismetwireless.net/): Wireless network detector and sniffer for 802.11 
layer 2 wireless networks.  

B: Packet Sniffers 

TCPDump (http://tcpdump.org): An IP sniffer that requires few system resources. It is a 
specialized sniffer used for detecting network problems. 
Snare -System Intrusion Analysis and Reporting Environment 
(http://www.intersectalliance.com): This is a series of log collection agents that facilitate 
centralized analysis of audit log data.  
OSSEC (http://www.ossec.net): This tool performs functions such as log analysis; integrity 
checking; time-based alerting as well as active responses. 

C: Intrusion 
Detection & 
Prevention 

Tripwire (http://sourceforge.net/projects/tripwire/): A tool used by security administrators 
to determine the integrity of files as well as possible modifications or tampering of specific 
files is the file integrity scanner (Poole, 2003).   
Smoothwall Express (www.smoothwall.org): Smoothwall includes traffic shaping, VPN 
capability as well as proxy and DHCP server capabilities.  
IPCop (www.IPCop.org): IPCop includes a whole range of services including traffic 
shaping on outgoing connections and a built-in DHCP and proxy server.  

D: Firewalls 

Netdefender (http://www.codeplex.com/netdefender/): A specialized open source firewall. 
It operates by blocking all communication on specified ports after the rules have been 
setup.  

Clam AV (www.clamav.org): : This application is specifically designed for scanning e-
mail gateways for malicious code. Virus scans take place from the command line in a 
terminal window.  
ClamWin (www.clamwin.com): Windows version of the ClamAV engine. It seperates the 
processes of scanning for viruses on harddisk and scanning for viruses in program 
memory.  

E: Anti-Malicious 
Tools 

Winpooch (http://sourceforge.net/projects/winpooch/): Windows watchdog that detects and 
monitors changes in the system and effectively blocks spyware. 

F: Cryptography 
Tools 

GnuPG(http://www.gnupg.org): Gnu Privacy Guard features a complete implementation 
of the OpenPGP standard and allows for the encryption and the digital signing of data and 
communication. 
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OpenSSL (http://www.openssl.org): This tool implements the Secure Sockets Layer (SSL 
v2/v3) and Transport Layer Security (TLS v1) protocols.  

TrueCrypt (http://www.truecrypt.org): Disk encryption software that creates a virtual 
encrypted disk within a file and mounts it as a real disk. It is able to encrypt entire hard 
disk partitions or storage devices such as USB flash drives.  

 
It has to be noted that an alarming number of open source tools 

become proprietary after a few versions of being publicly available (see for 
example Nessus at www.nessus.org). This means that once a company is 
utilising a specialised tool in providing a secure working environment, the 
possibility that newer versions will become available at an additional price 
is increasing.  

Results displayed only reflects implementation of Level 1 of our 
proposed framework. Level 2 aspects is not finalised and the 
implementation is set to be completed in July 2008. 

6 CONCLUSION 
This paper addresses the research question by clearly identifying that a 
number of open source security tools are being used to protect systems. The 
application of the 1st level of the testing framework resulted in a shortlist of 
tools that can be identified as the most widely used security tools. This 
result is significant in that it shows the security awareness of open source 
developers and it suggests that open source operating systems might not be 
inherently as secure as is claimed. In addition the results indicate user 
security awareness.  

Further research is in progress as to the evaluation of the quality of the 
protection that the shortlist of security tools provides to software systems. 
To that effect this paper highlighted the possible aspects for a second level 
of security tool testing. Finally the completed security evaluation framework 
will play a significant role in the protection of systems using open source 
tools by promoting a high quality of development as well as the 
development of a standard for the evaluation of such tools. 

7 ACKNOWLEDGEMENTS 

This research was fully funded by Eskom,  Research & Innovation 
Department. They also fund the research and implementation of Level 2 of 
the framework. 

Emerging Framework for The Evaluation of Open Source Security Tools

271



  

8 REFERENCES 
CHESS, B., LEE, FD. & WEST, J. 2007. Attacking the Build through 
Cross-Build Injection. [Online] Fortify Software. Available at: 
http://www.fortifysoftware.com    

DIMAIO, A. 2007. Open Source Software in Government: How much open 
and how much source? Gartner Symposium ItxPO 2007. 

FORD, R. 2007. Open vs. Closed: Which is more secure? ACM Queue 
Magazine February. 

FOSS. 2006. Policy of Free and Open Source Software use for South 
African Government. [Online]. Available from: 
http://www.doc.gov.za/index.php?option=com_docman&task=doc_view&g
id=49    

HOEPMAN, J. & JACOBS, B. 2007. Increased Security Through Open 
Source. Communications of the ACM, January, Vol. 50, No.1. 

LAWTON, G. 2002. Open Source Security: Opportunity or Oxymoron? 
IEEE Xplore, Volume 35, Issue 3, March 2002, Pg 18-21. 

LI, Z., TAN, L., WANG, X., LU, S., ZHOU, Y., and ZHAI, C. 2006. Have 
things changed now?: an empirical study of bug characteristics in modern 
open source software. In Proceedings of the 1st Workshop on Architectural 
and System Support For Improving Software Dependability. 

McGANN, S. & SICKER, D. 2005. An analysis of security threats and tools 
in SIP-based VoIP systems. Presented at the 2nd Annual Workshop VoIP 
Security., Washington, DC, June. 

MOOKHEY, K.K. 2004. Open Source Tools for Security and Control 
Assessment. Information Systems Control Journal , Volume 1. 

POOLE, O. 2003. Network Security: A practical guide. Butterworth-
Heinemann, Oxford. ISBN 0-7506-50338. 

TOMSHO, G., TITTEL, E. & JOHNSON, D. 2003. Guide to Networking 
Essentials. Third Edition. Thomson Course Technology. ISBN 0-619-
13087-3. 

VIEGA, J. 2004. Open Source Security: Still a Myth. O’Reilly [Online]. 
Available from: http://www.oreilly.com  

Proceedings of ISSA 2008

272



  

WHITMAN, M.E. & MATTORD, H.J. 2004. Management of Information 
Security. Thomson Course Technology. ISBN 0-619-21515-1. 

WILANDER, J. & KAMKAR, M. 2003. A comparison of publicly available 
tools for dynamic buffer overflow prevention. In Proceedings of the 10th 
Annual Network and Distributed Systems Security Symposium. 

WILLIAMS, J. & DANAHY, J. 2006. “Opening the black box” A Source 
Code Security Analysis Case Study. Aspect Security Inc. & Ounce Labs 
Inc.  

Emerging Framework for The Evaluation of Open Source Security Tools

273



 

Proceedings of ISSA 2008

274



  

SOCIAL ASPECTS OF INFORMATION 

SECURITY 

Evangelos D. Frangopoulos1 *, Mariki M. Eloff 1 **, Lucas M. Venter1 ** 

1 School of Computing, University of South Africa (UNISA). 
* 215, Alexandras Avenue, Athens, GR 11523, Greece. 

Tel./fax: +30 210 6428-483. eMail: vfrangopoulos@hol.gr 
** TvW 8 Theo van Wijk Building, UNISA, Pretoria, South Africa. 

Tel.: +27 12 429-6368. eMail: {ventelm,eloffmm}@unisa.ac.za 
 
ABSTRACT 
Social Engineering (SE) threats have constituted a reality for Information 
Technology (IT) systems for many years. Yet, even the latest editions of the 
generally accepted Information Security (IS) standards and best practices 
directives do not effectively address the Social Engineering aspect of IS 
defences.   

SE attacks target the human element of IS by exploiting human 
relations to the maximum possible extent. The social relations between 
interacting individuals who are involved in an Information Security 
Management System (ISMS) structure, combined with the frequently 
unpredictable fashion that humans act and react to stimuli, provide 
opportunities that Social Engineers may and do exploit. In the ongoing 
effort against Social Engineering attacks, if the social elements of IS are 
ignored, fallacious working assumptions may be made. These inadvertently 
result in the creation of insufficient controls against identified SE threats. 
Hence, simply put, Information Security scientists can no longer afford to 
ignore the nature of the social structures that govern all aspects of human 
relations, and in particular those that lie within the context of an ISMS. 

This paper attempts to strengthen the pursued research on SE threat 
identification and control, by applying sociological principles to IT and 
ISMSs, thus bringing into the light their nature as social structures. This 
constitutes part of a larger effort by the authors to systematically identify 
and subsequently cater for SE threats to IS, in the context of which the 
social foundations of IS are examined. 
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SOCIAL ASPECTS OF INFORMATION 

SECURITY 

1 INTRODUCTION  
Social Engineers are frequently successful in exploiting the social relations 
between the individuals who operate within the context of an Information 
Security Management System (ISMS) structure, aided by the sometimes 
unpredictable fashion that humans act and react to stimuli. Although great 
effort has been invested in forming Information Security (IS) standards and 
procedures, these, so far, prove inadequately equipped to ensure Information 
Security against Social Engineering (SE) attacks. It is stipulated that the 
design flaws do not result from the standards' structures being technically 
incomplete. Despite being complete from a technical viewpoint, Information 
Security standards do not encompass provisions for the idiosyncratic nature 
of the human element, especially within a social context. By providing some 
insight on the social mechanisms at work in the development and function 
of an ISMS, certain design flaws of the related standards and procedures 
may be brought to light and steps be taken towards rectifying them. 

The average person’s notion of Information Security stems from the 
general idea of Security. Security in general, on the other hand, has been 
traditionally related to the police, law enforcement, the military etc. In many 
modern languages, even the word for "security" is used to signify the police 
force in general or one of their main branches dealing with public safety. 
Furthermore, whenever and wherever it was needed, security has always 
been applied in a stern, bureaucratic way, actually taking advantage of 
bureaucracy and the hierarchical structures associated with it. By using such 
hierarchical structures, the application of security is achieved through 
regulation and control (Foucault, 1989, p.65). This mentality is accurately 
expressed in the age-old saying: "To trust is good but to control is better". 
The idea of security has been applied to material and immaterial issues alike 
since the birth of the first human societies. Be it the protection of gathered 
sustenance supplies and, later, capital (material) or the protection of 
information and even life itself (immaterial), security against the ever-
present foe has been one of our most basic needs. As the bureaucratic 
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application of security has constituted standard practice for a long time, long 
before the arrival of the computer, it was the obvious step forward to 
achieve the security of (non-computerised) information in the same way. 
Furthermore, with the evolution of computer systems as information-
handling devices, the existing principle was simply extended to include 
Information Technology (IT) Security by adding more appropriate controls. 

It can thus be safely deduced that any modern ISMS implementation 
still relies on bureaucracy for its fundamental functions. It could even be 
argued that a bureaucratic structure through which regulation and control 
are applied, is a necessary pre-requisite for an ISMS to exist, on the 
assumption that the imposed technical and physical controls can mitigate all 
identified risks. However, it must be stressed that the current bureaucratic 
system was conceived, defined and described by Max Weber in the late 19th 
and early 20th centuries and still functions along the prescribed way 
(Bottomore, 1990, p. 203). This, in principle, should constitute an 
indisputable oxymoron as the futility of attempting to secure Information in 
the 21st century by using 19th century models and tools is obvious. 
Consequently, the controls existing within this context may prove 
inadequate in today’s terms.  

In the following sections of this paper an attempt is made to first 
establish the ISMS as a social construct and then analyse it by applying 
traditional sociological principles to it. This is followed by the application 
of Actor-Network Theory (ANT) principles to the ISMS, in an effort to 
better identify those social aspects of IS that may help significantly the 
ongoing effort against SE attacks. In particular, section 2 discusses the 
current ISMS practices from a modernist viewpoint. In Section 3 the ISMS 
as a social construct is investigated. Sections 4 and 5 discuss the Objective 
and Subjective realities of the ISMS. Sections 6,7 and 8 approach ISMSs 
from an Actor-Network Theory viewpoint. Section 9 examines Powerplay 
within the ISMS and, finally, the concluding remarks are given in section 
10. 

2 CURRENT PRACTICE - THE MODERNIST APPROACH TO 
THE ISMS 

Information Systems are designed and built in a purely deterministic 
fashion. They are created to bring order to organisations by forcing human 
actions to take place within the strict context and limits of ordered workflow 
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implementations. Such strict implementations ensure that human actions are 
disciplined and unambiguous and that the results of those actions are 
predictable, clear-cut and exact and, if necessary, securely leading to further 
pre-defined actions. 

In transcribing the processes of the analogue world into workflows for 
computer-based Information Systems, all uncertainty must be eradicated. 
The tools of the trade for such an accomplishment are business process 
analysis, flowcharts and, of course, Boolean logic. In this way, all processes 
and user actions are transcribed into algorithmic sequences of exact 
questions strictly requiring unequivocal "yes/no" replies. 

All of the above ideally lead to the design and implementation of an 
Information System which has all ambiguity removed from it and is no 
more and no less than a finite-state system. All state transitions must be 
fully reproducible and all user actions must be clear and exact. Such an 
implementation would thus lead to business practices that are also clear, 
exact and deprived of all ambiguity. (The feasibility of such a system is 
unimportant for the present discussion). 

As the Information Security Management System must form an 
integral part of the Information System, the above notions are extended to 
cover Information Security Management as well. The ISMS is thus covered 
by the same providence and governed by the same principles described 
above. 

Stemming from the concept of Reason as this was set forth during 
Enlightenment (Mendelssohn et al., 1989, p.28), rational knowledge is 
assumed to possess an objective existence which is independent of the 
observer's posture. This forms the basis of Modernism (Deligiorgi, 1996, p. 
18) which builds intellectual structures on rational knowledge and through 
these promotes innovation and progress. In the context of Modernism, the 
complexity of intellectual structures is anything but limited as even large-
scale processes can be described through modernistic methods and 
principles. 

Indubitably, Modernism has actually been the motive power behind 
the industrial revolution that resulted in modern technology. Information 
Technology is clearly modernistic as its very nature requires the observer to 
be detached from the system being observed. In their inspired paper, Low et 
al. (1996) argue that software engineering is at present solely viewed from a 
modernistic perspective. This principle can easily be expanded to 
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encompass the whole of the Information Technology construct. IT Systems 
are thus confronted as objective entities that are exact, discreet, identifiable, 
predictable and independent from the observer.  

This leads to Information Systems being viewed as machines that 
function in a precise, repeatable and predictable way. 

Gareth Morgan, in his book "Images of Organization" (1996), 
discusses a number of ways to view and understand organisations which he 
calls "Metaphors". The first of these metaphors calls for the organisation to 
be viewed as a machine with interchangeable components, which is firmly 
set on a goal. According to this metaphor, human and technological 
components form a stable machine that operates in a repetitive, predictable 
and secure way. This is achieved by having rational actors make rational 
decisions with predictable, reproducible and unambiguous effects in a 
purely modernistic fashion. 

For such a system to function, everything must fall in its place in a 
larger, well-described framework. Such a framework can only be created by 
the existence of processes that are governed by standardisation, control and 
regulation. The interlocking components of the machine are thus combined 
together according to a complex blueprint and their roles in the machine are 
fully prescribed.  

Hence, all systemic issues are addressed in a default manner within 
procedures that result from the application of current analysis and design 
techniques to any IT-related project. Tools and techniques used in system 
analysis, such as top-down or bottom-up design methods, data-flow diagram 
methodologies etc (Schach, 2005; Whitten & Bentley, 2007) fully comply 
with the modernist approach. It must also be noted that all of the above are 
governed by strict standards leading to normalisation and making control, 
regulation and evaluation possible.  

Furthermore, as businesses and organisations do not just rely on their 
IT department for number-crunching but are instead built around a skeleton 
and nervous system formed by that department, it is not unusual for global 
change and business process re-organisation to initiate within the IT 
department. The reason for such a decision is that IT is the one centre of 
operations that is de facto regulated and aligned to processes governed by 
standards, thus forming a solid and flexible platform to build upon. 
Information Systems thus tend to dictate the way that an organisation 
evolves and govern its responses to the ever-changing business demands. 
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To drive the above points home, one only has to consider the various 
issues that lead to successful Information Security management by today's 
standards: 

Use of rules and regulations aiming to provide a secure environment. 
Commitment of everyone involved to a set of prescribed guidelines or 
policy. This in effect constitutes behaviour control. 
Use of technical measures for controlling the application of (a) and the 
upholding of (b) above. 
Use of non-technical measures to complement (c) above. 
De facto existence of a technocratic elite of Information Security 
professionals that oversees the application of (a), (b), (c) and (d) above.  

On closer inspection, the above list reveals three important issues:  

First, the above points are by definition dealt with in ISO/IEC standards 
17799:2005 (ISO/IEC, 2005a) -corrected and renumbered in July 2007 as 
27002:2005 (ISO/IEC, 2005f)- and 27001:2005 (ISO/IEC, 2005b). This 
proves the modernist character of these standards which may well be 
inadequate for today's challenges.  
Second, the above five points and perhaps more significantly point (e) show 
that an ISMS is indeed a social construct that has to be examined in detail. 
Third, as a whole, points (a) to (e) above form the modernist blueprint for 
an organisation viewed as a well-oiled machine according to Morgan's 
(1996) metaphor of "organisation as machine" discussed earlier. 
Furthermore, these points conform to bureaucratic definitions as presented 
by Max Weber a century ago. Max Weber is assumed to have written 
"Wirtschaft und Gesellschaft" (Economy and Society) between 1910 and 
1914. This work was first published around 1922, after the author's death in 
1920 (Oakes, 1998) and has watermarked all organisational efforts ever 
since. Using the translation -obtained from L. Ridener's (1999) website- for 
"Wirtschaft und Gesellschaft" (part III, chap. 6, pp. 650-78), the first of the 
characteristics of bureaucracy is described as:  
I. There is the principle of fixed and official jurisdictional areas, which are 
generally ordered by rules, that is, by laws or administrative regulations.  
1. The regular activities required for the purposes of the bureaucratically 
governed structure are distributed in a fixed way as official duties.  
2. The authority to give the commands required for the discharge of these 
duties is distributed in a stable way and is strictly delimited by rules 
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concerning the coercive means, physical, sacerdotal, or otherwise, which 
may be placed at the disposal of officials.  
3. Methodical provision is made for the regular and continuous fulfilment of 
these duties and for the execution of the corresponding rights; only persons 
who have the generally regulated qualifications to serve are employed.  

As ISMSs currently adopt the above principles, their nature becomes 
fundamentally bureaucratic, thus causing a deficiency in the level of 
democratic processes within the organisation structure that are deemed 
necessary by prevailing trends in management. Bureaucracy pre-supposes 
strict hierarchical structures of a vertical nature while, today, the push is 
towards flat, horizontal organisational structures, the governing principles of 
which were described by Ostroff and Smith (1992).  

According to Dhillon and Backhouse (2000), the fast progress of the 
electronic age and the evolution of IT have caused the emergence of new 
organisational structures. Consequently, the traditional hierarchical 
organisations are being transformed into loosely coupled networks that are 
characterised by co-operation on a horizontal level rather than hierarchical 
control in a vertical direction. As a result, direct interpersonal and inter-
organisational communication, connectivity and the sharing of information 
have seriously augmented in volume compared to the time when the 
traditional organisational models based on hierarchy were solidly and 
exclusively in place. 

Hence, the inadequacies of the current bureaucratically-built ISMS are 
bound to create opportunities for social engineers to thrive in. The 
assumption that all members of an organisation will play their ISMS-
prescribed roles flawlessly during an attack, because of bureaucratic 
pressure, is wildly optimistic at best. Furthermore, bureaucracy may even 
hinder essential practices such as reporting of security-related incidents. 
This will come as a direct result of the inconvenience caused to the person 
reporting the incident by necessary paperwork etc. 

3 THE ISMS AS A SOCIAL CONSTRUCT 

Bruno Latour, in his two books, "Science in Action" (1987) and "Laboratory 
Life" (1986), among other things discusses how Science and Technology 
affect social constructs and how they are in turn affected by them. This 
strengthens the idea that all systems that are based on science and/or 
technology constitute social constructs and should be treated as such. An 
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ISMS, comprising both human as well as technological components, is thus 
indeed socially constructed.  

In their book "The Social Construction of Reality", which was first 
published in 1966, Berger and Luckmann (1991) provided one of the 
definitive works on Social Constructionism. The functionalist 
interpretations presented by Berger and Luckmann can be readily applied to 
the ISMS structure in an effort to analyse and understand the social 
construction of such systems, as has been attempted by Albrechtsen (2004). 

Although it may sound oversimplified, for the purposes of this 
analysis it suffices to concentrate on the discussion of Berger and Luckmann 
on the dual nature of societal objective and subjective reality. The notion of 
Objective reality concerns the production and maintenance of a shared 
sense of reality. This reality is ultimately constructed through the processes 
of externalisation, habitualisation, institutionalisation and legitimation. On 
the other hand, Subjective reality according to Berger and Luckmann 
(1991, p.167) differs from objective reality in the sense that it refers to the 
reality "as apprehended in the individual consciousness rather than on 
reality as institutionally defined". In other words, subjective reality is the 
sense of the socially created objective reality that each individual human 
being acquires as its own (internalises). This acquisition takes place mainly 
through the process of secondary socialisation.  

Through the application of Burger and Luckmann's principles to ISMS 
structures, some of the system's inherent shortcomings can be identified and 
perhaps catered for. In this sense it was decided to follow the same structure 
as the one adopted in Berger and Luckmann's (1991) book, in order to 
properly present the application of their principles to ISMSs.  

Thus, the social construct of the ISMS as an objective reality and then 
as a subjective one, according to Burger and Luckmann's work, will be 
discussed in the next two sections.  

4 THE OBJECTIVE REALITY OF THE ISMS: 
EXTERNALISATION, HABITUALISATION, 
INSTITUTIONALISATION AND LEGITIMATION 

The first step in the social construction of Information Security objective 
reality is that of externalisation. Externalisation, is defined in (Berger & 
Luckmann, 1991, p.70): “Human being is impossible in a closed sphere of 
quiescent interiority. Human being must ongoingly externalize itself in 
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activity”. Externalisation as such, is an anthropological necessity originating 
from human biological pre-disposition. Human beings must continually 
externalise themselves through activity. Furthermore, (Berger & Luckmann, 
1991, p.122): “As man externalizes himself, he constructs the world into 
which he externalizes himself.  In the process of externalization, he projects 
his own meanings into reality.” The inherent instability of the human 
organism makes it imperative that humans produce for themselves a 
consistent and stable environment for conduct and social order in general. It 
is exactly such a need that is covered by the creation of an ISMS. 
Externalisation with respect to ISMSs has taken place through the evolution 
of the notion of security and the measures that are taken for ensuring it in 
general. As the threats particular to Information Systems were identified, it 
became obvious that if left uncontrolled, these threats would result in 
Information System chaos and disarray.  As a result, action against the 
threats was taken by appropriate controls being applied etc. Hence, a 
computer user who decides to turn off and secure a PC when unattended, to 
set up password protection of files and systems or to make backup copies of 
a day's work is actually externalising.  

According to Berger and Luckmann (1991, p.70), Habitualisation 
denotes the principle that "any action that is repeated frequently becomes 
cast into a pattern, which can then be reproduced with an economy of effort 
and which, ipso facto, is apprehended by its performer as that pattern". 
Human actions have an innate tendency to habitualise. Hence, all the actions 
that are taking place as a result of Externalisation with respect to ISMSs, 
eventually fall into a pattern that helps the individual go automatically 
through the motions necessary to apply essential controls. Thus, the simple 
examples of actions described above, after a certain point in time, are 
carried out as a matter of course. The user who free-mindedly decided to go 
through these motions, having established that these are good and effective 
things to do against data loss or compromise, incorporates them into a daily 
routine. This way, the necessity of such actions does not have to be re-
examined every time they are carried out.  

Habitualisation is the first and necessary step towards 
Institutionalisation. As can be found in Berger and Luckmann's work 
(1991, p.72), Institutionalisation "occurs whenever there is a reciprocal 
typification of habitualised action". They further go on to state that "any 
such typification is an institution" and that  "the institution posits that 
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actions of type X will be performed by actors of type X". Finally they claim 
that "institutions further imply historicity and control.". Habitualised actions 
regarding social relationships form the basis for the creation of institutions 
that in turn enforce action. The interesting turn takes place as the established 
institution is "objectified" by bequeathing it to the subsequent generation 
that did not invent it initially. For the new generation, this socially created 
institution appears as a fully objective reality and, as such, is taken for 
granted. This is why Institutions always have a history, of which they are 
the products. "It is impossible to understand an institution adequately 
without an understanding of the historical process in which it was 
produced" (Berger & Luckmann, 1991, p.72). Institutions thus, by 
definition, control human conduct by setting up predefined patterns thereof. 
Shifting back to the ISMS paradigm, Institutionalisation takes place when 
the actions of individual user(s) like the ones described above, give rise to 
and become parts of an Information Security Policy.  

Legitimation is defined (Berger & Luckmann, 1991, p.110) as "a 
‘second-order’ objectivation of meaning.  Legitimation produces new 
meanings that serve to integrate the meanings already attached to disparate 
institutional processes". The purpose of legitimation is to explain and 
validate the existing institutions. This is an important process if the presence 
of institutions is to be seen by individuals as subjectively plausible.  If this is 
achieved, then the institutions themselves become acceptable. Legitimation 
is viewed as a 'second-order' objectivation in juxtaposition to the 'first-order' 
objectivation. 'First order' objectivation denotes the process by which 
principal meanings are attached to the institutional directives themselves. 
Legitimation is thus a 'second order objectivation' process in the sense that 
through it, the institutional directives are explained and justified via the 
application of cognitive and normative elements. This means that through 
legitimation actors are told not only how things should be done but also why 
it should be so and what things are in the first place. In this sense, 
legitimation provides a balanced combination of knowledge and values. 
Legitimation in ISMS comes in the form of Information Security standards 
and guidelines. IS standards such as the prevailing ISO/IEC 27002 
(ISO/IEC, 2005f), 27001 (ISO/IEC, 2005b), 13335 (ISO/IEC, 1997; 1998; 
2000; 2001; 2004), 15408 (ISO/IEC, 2005c; 2005d; 2005e) and the like, by 
means of their existence, legitimise the institutional directives of IS. It must 
be highlighted though, that IS standards effectively incorporate a high level 
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of formalism in IS management, at the same time bringing forth its 
bureaucratic nature that is largely based on control and regulation.  

In order to better demonstrate how the creation of the social construct 
of the ISMS as an objective reality is effected, one may consider that aspect 
of an ISMS that deals with the protection of data against loss or corruption: 
the creation of backup copies of data.  

Making copies of important documents must be as old as writing 
itself. It is at least as old as the ancient Egyptian civilisation. The fact that 
surviving hieroglyphics have been identified as copies of important legal 
manuscripts (University College London, 2003), shows that by making 
copies for safekeeping, the Ancient Egyptians externalised themselves by 
taking positive action against whatever they perceived as a threat that might 
result in the loss of important information. Quite interestingly, the control 
they created, i.e., making copies, has been very effective, as we are still able 
to obtain the data the ancient scribes tried to preserve thousands of years 
earlier. This externalisation, has changed in form over the millennia: During 
the middle ages it was monks who preserved whatever information they saw 
fit to preserve, by making elaborate, hand-written copies of it, and, later, 
typography made the production of copies even easier. However, in essence, 
the action of making copies of important information has always been the 
result of the same principal externalisation. It is exactly this externalisation 
that gave rise to the action taken by today's PC users, that of making backup 
copies of their computer data. The only difference from ancient times is that 
these data backups are now stored in electronic form. 

In the given context, Habitualisation is portrayed by the fact that the 
need for data backup is never challenged. Data backup is nowadays 
considered necessary by any type of user and in any type of data processing 
system. Computer users routinely create backup copies of their data, and 
even those who don't, know that they should. Furthermore, computer 
systems can be programmed to automatically perform these routines with 
minimal intervention by the user. Again, not only these automated 
procedures are never challenged, but even more so, it is inconceivable not to 
incorporate such procedures in a system. 

Subsequently, such actions and procedures are Institutionalised by 
being incorporated in an Information Security Policy. No Information 
Security Policy is complete without a section on data backup procedures. By 
being incorporated in an Information Security Policy, the data backup 
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procedures -not just the principle of data backup- become part of the 
subsequent user generation's objective reality that is taken for granted and as 
such remains unchallenged.  

Finally, by explaining and validating the institutionalised procedures 
in an IS standard or set of recommended practices, Legitimation occurs and 
the social construct of the creation of backup copies is complete. 

By expanding the above example to cover all aspects involved in an 
ISMS, the socially constructed objective reality of the ISMS is effected.  

5 THE SUBJECTIVE REALITY OF THE ISMS  
As it has already been discussed, Subjective reality is that "version" of 
objective reality that is internalised by individuals through secondary 
socialisation. Berger and Luckmann (1991, p.150) define socialisation in 
general as "the comprehensive and consistent induction of an individual into 
the objective world of a society or a sector of it". Primary socialisation takes 
place during childhood. It is the process through which people first become 
members of society. Secondary socialisation is "any subsequent process that 
inducts an already socialised individual into new sectors of the objective 
world of his society". This is effectively the process of internalising 
institutional directives. Within this process, an individual acquires 
behaviours and knowledge that are specific to the role the individual is 
called to assume within the society. A typical example of secondary 
socialisation is the educational process.  

To shift the notion of the subjective reality into the context of ISMSs, 
it must be first considered that the socially constructed objective reality of 
an ISMS has evolved from existing objective realities in the pre-computer 
era and the relevant security efforts. As such, it relies heavily on a 
bureaucratic infrastructure and in turn offers a number of Information 
Security solutions. The ISMS objective reality is internalised as a subjective 
reality by all those who actually follow the offered Information Security 
solutions. "Those who follow the offered solutions" can be identified as 
three major groups in any type of organisation: a) the Information Security 
professionals who are responsible for carrying out the ISMS development, 
design, evaluation, maintenance and operation, b) the Management and c) 
the end-users.  

The three identified groups have differences in interests, perspectives, 
goals and agendas. It is these differences that warrant the division into 
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groups. The segregation of the three groups is more important than it may 
be assessed at first, as it severely affects the secondary socialisation process 
and the way subjective ISMS reality is internalised by each group. As 
Berger and Luckmann put it (1991, p.158): "Secondary socialisation 
requires the acquisition of role-specific vocabularies, which means, for one 
thing, the internalisation of semantic fields structuring routine 
interpretations and conduct within an institutional area". Hence, different 
roles result in (or require) different role-specific vocabularies and may lead 
into a lack of common ground that the three groups can share. This, in turn, 
inhibits communication and co-operation between the groups. Berger and 
Luckmann (1991, p.158) give a good (and frequently adopted) example to 
clarify the point: "a differentiation may arise between foot soldiers and 
cavalry". In that example, the cavalry have their own language and employ 
their own methods for achieving their goal that the foot soldiers do not 
comprehend, as they don't need to. However, the foot soldiers have every 
confidence in the cavalry's actions that always get them out of a dire 
position.  

In the case of the three groups involved in an ISMS structure (IS 
professionals, Management and End-users) the case is quite similar. Bearing 
in mind that in most cases the group of IS professionals is a subgroup of the 
organisation's IT professionals or a group that has evolved from IT, the 
Management rarely fully understands what the IS professionals do and how 
they do it. Nevertheless, management trusts the IS professionals with the 
'crown jewels' of the organisation. Furthermore they assume that the IS 
professionals will keep the end-users in check with respect to Information 
Security. Again, management has a rather vague notion on how this is 
accomplished, generally assuming that technological measures applied by 
the IS professionals will do their work for them. Thus, it is not unusual for 
the IS professionals to be under-powered to carry out their work.  

The disparity between the subjective reality internalised by the two 
groups, creates a serious gap of understanding between them with respect to 
IS. On the other hand, the end-users group view the Management group 
with respect to IS as being very remote and detached from practical issues, 
feeling that it is they, the end-users, that are overburdened by security 
measures and who are also frowned upon when something goes wrong. The 
end-users also view the IS professionals with scepticism, more-or-less as a 
'necessary evil'. Although the end users do place their confidence in the IS 
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professionals' abilities to help avoid disaster or rectify situations that have 
gone astray, they also view them as 'techno-mages' performing black art and 
not doing any 'real' work within the organisation, as the product of their 
work is neither always tangible nor consistent in volume. Sometimes, the IS 
professionals are compared to a cruise-ship's doctor who is not busy unless a 
crisis situation brews. The doctor is certainly not needed every hour of every 
day on the ship but when the need arises, it is absolutely essential that he is 
present. Again, mentality gaps with respect to IS are created between End-
users and IS professionals as well as End-users and Management. Lastly, in 
the case of the IS professionals' group, the situation is also quite 
complicated. Sometimes there is a tendency to deal with Management on a 
competitive basis, always struggling for more of the power that is in 
principle denied to them. If that is not the case, there is always the case of 
differing mentalities as management officials view the world under a 
different light compared to computer engineers and scientists who usually 
fill the ranks of IS professionals.  

To further aggravate things, when IS professionals have to deal with 
the inability and, worse, with the reluctance of members of the other groups 
to internalise the ISMS objective reality in the same sense as they do, the IS 
professionals may develop a tendency to dispraise the other groups as 
conglomerations of technologically ignorant people. The gap in the 
internalisation of the ISMS reality is thus enlarged and the common effort 
towards the mitigation of IS threats becomes even more difficult to achieve.  
(It is interesting at this point to note that what is described by Leiwo and 
Heikkuri (1998) as an ethical divide between hackers and IS personnel is 
really also a result of the differences in the two groups' subjective realities).  

All in all, the above analysis provides the theoretical justification of 
what is being described as "lack of IS culture" in organisations. What is 
lacking though, is not IS culture per se but the common internalisation of 
the objective reality regarding IS. The push towards "holistic" security is 
based on the creation of such a common ground that is necessary to advance 
understanding and co-operation between the organisation's groups towards 
attaining the required level of IS. By attempting to establish an IS culture, 
what is in effect being done is moving towards bringing together the 
naturally diverging agendas towards IS of the different groups. This, though, 
can not be attained by simply bringing each of the groups to the same level 
of expertise that each of the other groups has attained in their respective 
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fields. That would be a futile exercise, as experience is not easily or 
efficiently transferable. 

As we currently stand though, differences between the groups within 
an organisation remain very severe and the main problem lies with the fact 
that each group can not identify with the methods and tactics imposed by the 
other group(s) with respect to IS. As IS professionals are responsible for IS 
within the organisation, they are the ones who set the pace by defining the 
essential directives and practices. The other groups although in theory are 
bound to follow the IS directives (top-level management commitment to the 
security policy is essential as is strict control of end-user compliance), in 
practice they usually fail to do so.  

It is exactly this difficulty in common acceptance and internalisation 
of the security effort by all members of an organisation that creates 
innumerable security holes and provides social engineers with the 
opportunity for successful attacks. 

6 ACTOR-NETWORK THEORY AND THE ISMS 
In his "Science on Action", Bruno Latour (1987) brings forth the "Actor-
Network Theory" (ANT) and in "Reassembling the Social", Latour (2005) 
redefines the notion of "the Social" and provides a fresh view of ANT as the 
"sociology of associations". ANT, considered as a subset of Social 
Constructionism, originated in the field of science studies. It is described as 
a 'material-semiotic' method used to map relations that occur simultaneously 
between people and/or objects (hence its 'material' nature) and between 
immaterial concepts (thus 'semiotic'). As a result, any system in the context 
of which the interactions between people, their ideas and their technological 
tools involve simultaneous material and semiotic relations, forms a single 
"network" for the purposes of ANT. The banking system is traditionally 
used as an obvious example to demonstrate a typical ANT network. Even 
everyday activities like driving to work every morning can be examined 
under the light of ANT. The network in that case comprises people, their 
behaviour on the road, their cars, the road network, the traffic regulations, 
the Highway Code and the interactions between all of those components.    

In the Information Technology sector in general and in ISMSs in 
particular, interactive relationships exist between the management, IS 
professionals, end-users, technological solutions, equipment, security 
policy, bureaucracy, administrative practices and the experiences, 
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behaviours and ambitions of all individuals involved. Therefore, the ISMS 
makes a prime subject for study from the ANT viewpoint. Tatnall & Gilding 
(1999) and Albrechtsen (2004) present strong cases for examination through 
ANT of Information Systems Research and Information Security 
Management respectively. Their arguments certainly hold true for the 
particular case of ISMSs under examination in the context of this work.   

Latour's view of the world as a network of "actants" (human and non-
human actors) connected by complex links and relations, makes ANT useful 
in examining the reasons behind the success or failure of systems, 
technologies, scientific theories and social endeavours, as the direct result of 
changes in their network integrity. ANT does not give answers to the 
question of why a network is formed in a particular fashion. It is rather a 
tool for examining how actor-networks get formed and subsequently either 
hold their form and integrity or fall apart. In ANT, one of the central issues 
is the study of the forces that hold the network together.  

In the interest of clarity, a few points must be clarified before 
attempting to apply ANT to ISMSs regarding "actors" and the notions of 
"black boxes", "inscription" and "translation".  

"Actors" are, first of all, assumed to lie within the network of 
relations. Second, all actors are assumed to be shaped through their relations 
with one another. Third, it is assumed that there is no difference in the 
abilities of actors, irrespective of their form, nature or function. Fourth, as 
soon as an actor engages with an actor-network it too becomes part of that 
network and is actively introduced in the network's web of links and 
relations. 

"Black boxes" are used by Latour (1987) to describe an entity 
(material or immaterial, human or non-human etc) that has been thoroughly 
dealt with, examined and transcribed into a particular known function where 
the output is a direct and predictable result of its input. If x and y denote 
input and output respectively, a black box can be seen as the function y = 
f(x). These black boxes can represent various constructs such as a) the 
actions of users in an Information System, b) a known and generally 
accepted theory or practice, c) applied technologies etc. Hence, actors in an 
ANT network can be considered as black boxes and whole networks can 
also be black-boxed and viewed as entities with specific input/output 
transfer functions. When "opening up" such a black-boxed network, it can 
be viewed as a collection of other, smaller black boxes interconnected to 
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and interacting with one another. This notion helps both in employing a 
divide-and-conquer approach to dealing with ANT networks, as well as 
explaining the tendency of taking things "for granted".  

"Inscription", according to Hanseth and Monteiro (1998, ch.6), "refers 
to the way technical artefacts embody patterns of use".  In the same work, 
they also quote Akrich (1992, p.205) who makes the following statement 
regarding inscription: "Technical objects thus simultaneously embody and 
measure a set of relations between heterogeneous elements". Hence, 
Inscription is the process through which a 'pattern of use' or 'action' is coded 
or embedded in an artefact. However, this does not necessarily signify a 
strictly deterministic process. Artefacts can either be seen as "determining 
their use" or, on the contrary, be "flexibly interpreted and appropriated" 
(Hanseth & Monteiro, 1998, ch.6). Thus, inscription can be seen as the 
process through which, the designer's expectations including the desired 
form of future 'patterns of use' or 'actions' are involved in the development 
and use of the technology that is expected to enforce them. At the same time 
though, a feedback path exists as this technology definitively contributes in 
shaping the designer's expectations.  

Insofar "Translation" is concerned, Latour (1987) postulates that in 
the context of ANT, stability and social order are dynamically and 
continually negotiated as a social process of aligning interests. This is 
achieved through "translation". According to Law (1992, p.366) translation 
"generates ordering effects such as devices, agents, institutions, or 
organisations". In simpler terms, according to Singleton and Michael 
(1993), translation is "the means by which one entity gives a role to others". 
Furthermore, in the context of Information Systems, "In ANT terms, design 
is translation" according to Hanseth and Monteiro (1998, ch.6), who go on 
to explain that interests of all actors involved in the network are translated 
into specific "needs" according to typical ideal models. Furthermore, the 
specific needs are translated into more general and unified needs that, 
through further translation, result into one, all-encompassing 
solution/system. When the solution/system enters production mode, it 
becomes adopted by the involved individuals by translating the 
solution/system into the context of their specific roles. 

Translation is of paramount importance to the well being of ANT 
networks, as through the process of translation, the integrity of the network 
is maintained. This is achieved by the perpetual occurrence of translations 
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along links, in order to maintain the network’s functionality and thus ensure 
its success. As translations along the links pre-suppose communication 
among actors, the overall process of translation and communication leads to  
power relations among human and non-human actors. ANT is thus perfectly 
equipped to deal with power relations in ISMSs, something that can not be 
efficiently done using the frameworks discussed so far. This ISMS 
'Powerplay' will be later discussed in detail. 

7 BLACK BOXES IN THE ISMS  
ISMSs are full of black boxes. This is primarily done in an attempt to break 
large and complex problems into smaller, more manageable morsels. 
Through the process of dealing separately with every individual 
vulnerability, devising an appropriate control for it and including this as a 
solution in the ISMS, the vulnerability and its control are effectively black-
boxed. This black box is then assumed to have a known transfer function 
and as such it interacts in a predictable fashion with other entities in the 
ISMS, becoming effectively an actor of the ISMS network. Hence, in the 
context of an ISMS, technology constitutes a black-boxed actor in its own 
right.  

From the ANT viewpoint, the users involved in the ISMS are also 
considered as black boxes. The conformance of their actions to the enforced 
directives is supposed to be unquestionable and their actions rational, 
governed by the ISMS rules and human logic. Thus, with an assumed stable 
transfer function, the black-boxing of human actors is complete. In the 
extended sense, groups of users with common characteristics and/or roles 
can also become larger black boxes that are more than the sum of their 
constituent individual user black boxes. The reason for this is that the black 
box for the group does not merely contain the user black boxes but, instead, 
also contains their relations and translations between them. From an ANT 
perspective, the user group is a stand-alone network which can nevertheless 
be itself black-boxed for the purposes of the larger ISMS network. 

Expressing almost everything in terms of black boxes facilitates the 
breakdown of problems and the synthesis of a solution such as the one 
provided by an ISMS. The down side of this process is that simplifying 
assumptions must occasionally be made in order to "close the lid" on black 
boxes. In the ISMS context the most dangerous such assumption is that the 
humans can be viewed as rational actors -the equivalent of black boxes with 
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known transfer functions. The fallacy in this assumption comes in total 
support of an earlier statement presented in this work in the discussion of 
the modernist view of ISMSs according to which "The assumption that all 
members of an organisation will play their ISMS-prescribed roles flawlessly 
during an attack is wildly optimistic at best".  

The problem lies in the fact that according to ANT, if the operation (or 
transfer function) of a black box is proven to be inaccurate, the lid of the 
black box must be "re-opened" and the black box definition be revisited. 
Consequently, the links or relations of that black box actor with other nodes 
as well as the relevant translations running along those links must also be re-
examined and amended. To aggravate things, the larger black box that 
contains the amended entities (smaller black boxes and the relations 
between them) must also have its lid opened and its operation re-evaluated.  

This approach provides a more systematic view of the shortcomings of 
the modernist view of a mechanistically designed ISMS where all 
constituent parts are supposed to execute their function flawlessly in a fully 
predictable manner. It goes to prove that a wrong design assumption at the 
basic level of user behaviour may lead to the collapse of the whole system. 
The ISMS may fail to protect the Information if a single user in a critical 
position falls prey to the attacking Social Engineer.   

The only way to avoid such design flaws as much as possible, is to 
constantly keep re-evaluating the validity of the user black boxes and be 
ready to re-define the black boxes to any extent required, in order to cater 
for their shortcomings. The current tendency is to bundle all users under the 
lowest level of generic incompetence with respect to Information Security 
and, based on that assumption, attempt to "idiot-proof" systemic functions 
and operation. This simplistic approach is definitely ignoring the following 
facts: a) that users are neither simple-minded nor ignorant by default, b) that 
users may indeed yield under the pressure of a Social Engineering attack but 
they can also be the only effective means of defence against such attacks 
and c) that the level of resistance of users against Social Engineering attacks 
can be raised through training and the promotion of a security-aware 
culture. By looking at user behaviour in detail, new black box definitions for 
users will arise, with more appropriate controls for user-related 
vulnerabilities.  

One issue that ANT is particularly capable of analysing is the relation 
between technical and non-technical actors. In this sense, ANT can provide 
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a really good insight of how technical measures can be used to control non-
technical vulnerabilities. In other words, how technical measures can be 
employed to steer the users' behaviour in such a way that it becomes 
resistant to Social Engineering threats. Extensions of this notion can have 
many repercussions, one of which is that political decisions can be inscribed 
in any solution/system in the form of a technical measure able to actively 
affect the organisation's culture-building effort and direct the human 
element towards a particular goal. 

Black boxes can also help in providing an insight on the (previously 
discussed) issue that was raised by Berger and Luckmann on the 
differentiation of role-specific vocabularies between groups (Berger & 
Luckmann, 1991, p.158) and the resulting lack of common ground, 
communication and co-operation between the groups. Individual group 
members actually view other groups as black boxes and do not attempt to 
"open the lid" on them.  

In similar fashion, technological issues and solutions remain in tightly 
closed black boxes for the majority of users who simply assume that these 
black boxes magically "do their job". This may lead to overconfidence on 
the part of users. Hence, the users become complacent, lowering their level 
of alertness as well as their defences. This is not unlike what can be 
observed when a user installs an antivirus solution on a PC and 
automatically assumes that the PC is fully protected against all Internet 
threats. What most users do not realise is that this sense of protection may 
become a false one if, for example, the scope of the solution is not 
understood, if regular virus list updates are not carried out or if the users 
themselves take such actions that compromise the integrity and 
effectiveness of the solution.  

Through the above discussion it is made clear that Actor-Network 
Theory, through the use of 'black boxes' a) comes in direct support of the 
corollaries of Social Constructionism regarding ISMSs, b) goes further into 
providing better understanding of the issues involved and c) may even lead 
the way into devising appropriate solutions. 

8 INSCRIPTION AND TRANSLATION IN THE ISMS 
The notions of Inscription and Translation certainly help in the formal 
analysis of phenomena present in ISMSs. It was stated earlier in this text 
that "Inscription is the process through which a 'pattern of use' or 'action' is 
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coded or embedded in an artefact ". (An example of this statement can be 
obtained by considering how traffic rules are embedded in the traffic lights' 
patterns at a crossroad). In the case of the ISMS, the 'artefacts' of the 
previous statement are the technical and non-technical measures that are 
applied in an effort to reduce vulnerabilities. These artefacts ensure, among 
other things, that the human element of the ISMS behaves in a particular 
and predictable manner. In the context of the ISMS, a technical measure 
would be the use of passwords for logging-on to systems. A non-technical 
measure on the other hand would be the requirement for a user to not 
disclose and adequately protect his/her password and, on a different note, 
the administrative directives that govern reporting of possible social 
engineering attacks.  

According to the already stated definition of translation by Singleton 
and Michael (1993), as "the means by which one entity gives a role to 
others", the above technical and non-technical measures seriously affect the 
behaviour of other actors (human users in this case) in the ANT-defined 
ISMS network.  

For example, users are not accepted into a system if they do not use a 
password that uniquely identifies them and sets their rights properly on the 
system. Thus, the password infrastructure technical artefact defines the 
behaviour of the user to the extent that a password must be used. Having 
said that, the fact that a password infrastructure does exist as a technical 
measure, does not mean that users will not write down their passwords in 
obvious places or that they will not voluntarily share them and thus, in 
effect, compromise the system. If this technical measure is supported by the 
non-technical administrative measure of establishing serious penalties for 
such negligent behaviour, the overall result will indeed be better password 
protection. 

On the other hand, assuming that a system-wide, password-strength 
checking algorithm is not in place, only a non-technical measure / artefact / 
directive may enforce the use of strong passwords. Such a non-technical 
measure also defines the behaviour of users, but to a different extent than a 
technical measure does. Directives of this type should be followed but, as 
practice shows, are not necessarily followed by all users.  

The same holds true as far as SE attack reporting is concerned. There 
is no way that a user can be forced to take such reporting action. It is rather 
an issue of having convinced the users beforehand as to the importance of 
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reports been filed in the case that a SE attack is suspected. Ultimately, 
unless this type of behaviour becomes the users' "second nature" in their 
everyday dealings, SE attacks will remain unnoticed. The responsibility for 
such a goal remains with the management that must promote the appropriate 
security culture and thus effectively establish yet another, very important, 
non-technical measure.    

As standard procedure, when a new or amended security policy is 
effected, all office workers sign statements that they have been duly notified 
of this and thus the security policy is considered to be active. As 
organisations are feeling the pressure to adopt IT methods in order to 
become more efficient or more competitive, the integration of IT into the 
business process is not always a carefully planned one, especially with 
respect to security. Even if this is not so and the new security policy is 
indeed a carefully produced one, the hysteresis involved in the office 
workers' understanding and internalisation of the new situation, usually lies 
at the basis of the inefficiency or even of the de facto demise of any security 
policy. Office workers may well be acquainted with the security 
requirements governing physical access or those requirements relevant to 
protecting a filing cabinet. They usually, though, understand very little 
regarding the security of an IT system and consider this to solely be of 
interest to, as well as the responsibility of, the IT department. Having being 
notified of and having signed documents pertaining to the new security 
policy, does not actually make the average worker more security-aware 
neither does it help in altering the office workers' day-to-day activities 
towards achieving a higher level of IT security. Combining this with the fact 
that the average office worker is the first weak link that the Social Engineer 
will attempt to exploit on the way to the primary target, clearly demonstrates 
the gravity of the situation. Hence, once again, the need for the promotion of 
a security culture that appropriately caters for the IT-based organisational 
reality is brought forward as an indispensable non-technical measure.  

Strong incentives and counterincentives can support non-technical 
measures, as can additional technical measures. An example of such a 
technical measure would indeed the upgrade of a system to include a 
password-strength-checking mechanism that rejects weak passwords.  

Thus, technical and non-technical measures can come in efficient 
reciprocal support, effectively dissolving the idea that IS is either a purely 
technical or purely administrative issue.  
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Furthermore, an ISMS that is realised under the assumption that users 
are rational actors, is probably doomed by design. The reason for such a 
failure is that the assumption of a fully rational and predictable behaviour by 
the human users involved, leads to the adoption of a minimal set of 
inscriptions. This would in turn produce inadequate or incomplete 
translations. Thus the deciding question in this case would be what the full 
set of inscriptions and translations for a given ISMS is. 

Unfortunately, there is no deterministic way of identifying every 
potentially vulnerable aspect of an organisation and incorporating it in the 
design of an appropriate ISMS, especially when Social Engineering is 
factored in. On a more optimistic view though, more SE vulnerabilities can 
be identified if the diverging subjective realities of the users are 
acknowledged and examined. 

From that point onwards, the greater the number of SE vulnerabilities 
that are catered for in the context of an ISMS, the harder it will be for the 
next Social Engineer to mount a successful attack, especially when the Plan-
Do-Check-Act (PDCA) cyclic process for the ISMS' continual improvement 
is adopted.  

The diagram of Figure 1 should help in visualising the effect that a 
correctly implemented PDCA cycle may have on the divergence of the 
users' subjective realities. 

As it can hopefully be seen, the PDCA cycle causes the users to 
espouse more of the actual policy directives as their own subjective reality 
(hence the double-shaded area increases) and thus the opportunity for a 
Social Engineer to act, diminishes.  

9 POWERPLAY WITHIN THE ISMS 
Having dealt so far with the shortcomings of the modernist approach to 
Information Security and having identified the inherent difficulties 
stemming from the differences of individual groups within an organisation, 
it would be naïve to ignore the repercussions that the balance of power in 
the context of an ISMS has on its own functionality and effectiveness, as 
well as on the organisation in general. 
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Figure 1: Effect of PDCA cycle on users' diverging subjective realities 
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"Power" is generally accepted to be the ability of an individual or a 
group of people to realize their own will in communal action, even against 
the resistance of others (Giddens, 2001, p.420). In viewing the ISMS as a 
social construct, it has to be taken for granted that the individual groups 
involved in its operation will ultimately fight for power. The Marxist view is 
that the struggle for power always has economic motives and in particular 
the possession of goods and opportunities for income. Also according to 
Marx, a grouping of people constitutes a “class” and class action ensues, 
when a class becomes conscious of its interests, in the context of its relation, 
as a class, to other classes (Giddens, 2001, p. 669). Weberian theory gives a 
more refined view of power and classes that aptly conforms to any 
bureaucratic system, including ISMSs: According to Weber, the Marxist 
view of a single source for power is dogmatic. Instead of having motives of 
a strictly economic nature, Weber argues, that individuals seek power for its 
own sake due to its intrinsic values and the social honour it carries 
(Bottomore, 1990, p.238). This notion is then taken one step further and 
Weber sets the foundation for the "politics of power" (Doujon, 1990, p.13).  

Regarding classes, Weber introduces an additional structural category, 
that of the "status group". Marxist classes are defined with respect to their 
place in the market or in the process of production. Furthermore, classes 
may or may not exist as communal groupings. In contrast to those, 
Weberian status groups are, in principle, communities formed and held 
together by commonly accepted values, shared beliefs, similar lifestyles 
and, most importantly, by the social status, esteem and prestige conferred 
upon them by others (Giddens, 2001, p.285). Thus, “social distances” are 
established between status groups. Furthermore, according to Weber, status 
groups are independent of class divisions. Status may vary independently of 
class.  

When a status group gradually develops the idea that the magnitude of 
the social distance between it and the next superordinate group is too great 
and that it should be diminished or even nullified, conflict takes place. This 
conflict ultimately upsets the existing stratification until a generally 
acceptable equilibrium point defining subordination and superordination is 
reached. When such a point is reached, conflict subsides and tranquility 
returns, with members of groups accepting their position and assuming their 
place in the hierarchy. When the situation is such that warrants the 
ascension of a group to a higher status stratum, conflict eventually begins 
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again and the cyclic procedure re-iterates itself. During the time of 
tranquility (which is the usual case), subordination tends to become more 
prominent. Under those circumstances, the members of the subordinate 
group tend to acknowledge the authority that the members of the 
superordinate group exercise over them. Furthermore, the members of the 
subordinate group usually become fearful of displeasing those that are 
higher in hierarchy than themselves. It is this fear of displeasing one’s 
superiors that is frequently exploited by Social Engineers during their 
attacks.  

What can be seen clearly at this point is the obvious need for an 
equilibrium point to be reached in the social distances between the groups. 
This equilibrium point should neither be unstable, thus leading to perpetual 
conflict between groups, nor predispose members of one subordinate group 
to carry out orders supposedly coming from their superordinates, in an 
automatic and mindless fashion. Social Engineers are very apt in using 
authority, fear and intimidation to their advantage and would thrive in either 
of the two situations.  

In the particular case of the ISMS, the stratification phenomenon and 
the separation of the individuals involved into various users’ groups, is 
justified not only by the divergence of the groups’ interests, but also by the 
distinction in the life-styles, views of the world and postures of their 
constituents. As IS professionals seek the status and authority to carry out 
their mission, management group members fear that this may constitute a 
flanking attack against their own hard-earned status. The highly technical 
nature of the means employed by the IS professionals in the line of their 
work, is seldom fully understood by management. This makes members of 
the management group feel insecure and even aggravates the chance for 
conflicts between the groups.  

Additionally, the group of IS personnel, frequently, does not occupy a 
clearly defined position in the organisation’s hierarchy. In effect, this 
creates a two-fold status problem for the IS experts group. The first facet of 
the problem is that high-ranking officials may disregard the security-related 
control attempted by the IS personnel. This disregard can be passive, in the 
sense that high-ranking officials may simply ignore the efforts of IS 
personnel to control them, or active, through intimidation and commination 
of the IS personnel. Secondly, as long as the higher status of the 
management group in the hierarchy is undisputed, members of the 
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management group may use the vagueness of the IS group's status to their 
advantage by discreetly fuelling the status struggle of the lower-ranking 
groups in the organisation, as part of a typical divide-and-conquer strategy 
that results in the strengthening of their own status. As a result, the members 
of the IS group are viewed by members of the other groups as 'floating' 
within the organisational structure, not having any particular role or real 
control over the other groups' members' actions. This fuels inter-group 
competition, and in effect further undermines the IS group's role while 
crippling the IS effort. A Social Engineer will definitely make the most of 
such a situation, either by using the weaker spots in the crippled security 
system or by actively (and carefully) assuming the role of a high-ranking 
official in order to achieve the SE objective through intimidation or by 
otherwise using the status of the assumed role.  

The above analysis follows the modernist view of power and although 
useful in analysing the social structure of an ISMS, it would be unacceptable 
to ignore the post-modernist view of power that can also apply to ISMSs. 
The best known such view of power is presented by Foucault, a self-
pronounced champion of post-modernism, throughout his works (1988, 
p.39; 1989, p.65; 2005). Foucault views power as one of many societal 
controls aiming at a variety of targets from production for financial gain to 
disciplinary systems to normalisation procedures, all the while being 
dispensed through historical institutions and exalted by definitions of 
normal vs. abnormal. Translating this into the reality of the ISMS, power 
can be seen as originating from the set of technical and non-technical 
controls that effectively influence the behaviour and actions of the human 
actors. In effect, power in the ISMS is stemming from the conglomeration 
of tools, instruments, techniques and procedures that are defined in it.  

The fact that ISMS implementations are currently highly technological 
in nature, has the effect that power is de facto passed to the IS professionals 
who have the responsibility of specifying, designing and implementing the 
ISMS as well as maintaining its operation. In ANT terms, the IS 
professionals are responsible for the inscription and translation of the bulk 
of the effort towards IS. It is interesting to note that apart from the technical 
controls which are obviously within the scope of the IS professionals’ work, 
non-technical controls have both technological and administrative 
inscription components which also require the extensive involvement of IS 
professionals. The controlling artefacts of an ISMS are the fruits of the IS 
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professionals’ efforts and mentality. These artefacts thus function as 
conduits for the power of the IS professionals which permeates all aspects 
of the organization, not just the ones related to the ISMS at hand.  

Using the barrier of technology, the group of IS professionals can 
effectively create an impenetrable perimeter, that neither end-users nor 
management can break through. This may lead to inadequate ISMS 
inscription and translation as groups other than that of the IS professionals 
are isolated from the ISMS design process. For efficient and generally 
acceptable ISMSs to exist, they should not be designed by IS professionals 
alone but with the active participation of all groups within the organisation. 
Every ISMS inadequacy is bound to be exploited by the Social Engineer 
under the proper circumstances. Hopefully, if all groups participate in the 
creation of the ISMS, it will be easier for members of groups other than the 
IS professionals to espouse the directives of the ISMS (or in ANT terms 
"internalise" those directives), and make the ISMS function more 
efficiently. The possible disadvantage to this is that there may exist a higher 
level of conflict between the groups during the design phase of the ISMS. 
Care should be taken for such a situation not to become explosive and either 
hinder the creation of the ISMS or produce an ISMS with severe design 
flaws. 

Either the absence of an ISMS altogether, or the existence of a flawed 
one, will give ample opportunity for the Social Engineer to act. 

10 CONCLUDING REMARKS 

By attempting to create a security policy that governs any kind of 
hierarchical structure, complex interactions come into existence. The social 
construct underlying the hierarchical structure affects, or even defines, the 
design, functionality and efficiency of the security policy. On the other 
hand, the security policy itself affects and transforms the dynamic 
relationships within the social construct. When this mechanism is set in 
motion and until an equilibrium point is eventually reached, a period of 
tumult may be incited. Inconspicuous vulnerabilities that are due to purely 
sociotechnical reasons arise during such periods, leading to a significant 
drop in the efficiency of the security policy. Consequently, a Social 
Engineer may find ample opportunity to mount successful attacks. 
Furthermore, there is always a possibility that some of the vulnerabilities of 
the described type are not identified and may thus remain unmitigated for a 
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long period of time after the initial establishment of the security policy. 
Thus, emphasis must be placed in the effort to identify these 'socially-
induced' vulnerabilities and establish controls for them, if SE attacks are to 
be repelled. 

The study presented in this paper actively supports the research 
towards combating Social Engineering threats, by providing an insight into 
the socially-defined opposing forces and interactions within an ISMS that 
Social Engineers attempt to exploit.  
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ABSTRACT 

Information Security awareness initiatives are seen as critical to any 
information security programme. But, how do we determine the 
effectiveness of these awareness initiatives? We could get our employees to 
write a test afterwards to determine how well they understand the policies, 
but this does not show how it affects the employee’s on the job behaviour. 
Does awareness training have a direct influence on the security behaviour of 
individuals, and what is the direct benefit of awareness training? This paper 
represents a study in progress that aims to answer the question: to what 
extent does information security awareness training influence information 
security behaviour? 

Research carried out on information security has traditionally been 
slanted towards technical aspects of security, typically rooted in computer 
science and mathematics. Security was traditionally seen as a service to be 
provided and not something that was influenced by users. However, it was 
soon recognised that focusing on technical issues alone is inadequate. 
Technologies meant to provide security ultimately depend on the effective 
implementation and operation of these technologies by people.  Thus 
awareness of policies is needed by all individuals in an organisation to 
ensure that policies are well understood and not misinterpreted. Some 
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researchers have maintained that educating users is futile mainly because it 
is believed that it is difficult to teach users complex security issues and 
secondly, because security is seen as secondary by the user they will not pay 
enough attention to it. This paper reflects research in progress and discusses 
some of the problems with existing information security awareness research 
and proposes a model to be tested for examining the impact of information 
security awareness training on information security behaviour. 

KEYWORDS 

Information security, behavioral information security, awareness initiatives, 
on the job behaviours, policies, and further research. 
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THE IMPACT OF INFORMATION SECURITY 

AWARENESS TRAINING ON INFORMATION 

SECURITY BEHAVIOUR: THE CASE FOR 

FURTHER RESEARCH 

1 INTRODUCTION AND BACKGOUND 
Information Technology systems are dependant on people. Schneier 
(2003:10) maintains that information security is more about behaviour than 
anything else, i.e. getting people to behave in a certain way. It is people’s 
intentional and unintentional actions that cause adverse consequences that 
security wants to prevent. Despite the hype from vendors about the need for 
security products many critical security activities have not and cannot be 
automated. Technologies meant to provide security ultimately depend on the 
effective implementation and operation of these technologies by people. 
This means that organisations are dependant on people to achieve a secure 
environment. Since humans are seen as the “weakest link” in the 
information security chain (Schneier, 2000; Stanton et. al. 2003:1; Katsikas, 
2000:130; van Niekerk & von Solms, 2004:2; von Solms, 2000:618), there 
is a clear requirement to ensure users are trained correctly in terms of 
information security policies. The goal is to ensure that users use the 
necessary policies and to ensure that they are not misused or misinterpreted, 
thereby ensuring the effectiveness of policies (Siponen, 2000:31). Security 
awareness efforts are seen as the “first line of defence” (OECD, 2002:10). 
On the other hand, Van Niekerk & von Solms (2004), argue that awareness 
initiatives while necessary are not sufficient to obtain the desired results, 
while other authors simply consider educating users futile (Ranum, 2005; 
Evers, 2007; Nielsen, 2004).  

Well established security management standards such as the SABS 
ISO/IEC 17799 and the OECD guidelines for information systems security 
also promote the importance of making people aware of security issues. The 
2007 Computer Security Institute (CSI) Survey reported a substantial 
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increase in the importance of security awareness perceived by those 
surveyed. In the 2006 CSI survey, on average, respondents felt that their 
organisations were under investing in awareness at that time (Computer 
Security Institute, 2006). These results imply that organisations do realise 
the importance of security awareness efforts. Thus the need for information 
security is well established, but there is inadequate research on the 
behavioural aspects of awareness initiatives (Schultz, 2004:1; Siponen, 
2001:24; Srikwan & Jakobsson, 2007:2; Van Niekerk & von Solms, 2004).  

Despite the understanding that awareness is important, it is not beyond 
doubt whether a clear message is being communicated to users in the first 
place (Gaunt, 2000:152-153). This is especially true for dynamic, complex 
threats such as phishing attacks. Srikwan & Jakobsson (2007), for example, 
doubt whether a clear message is being communicated to users with respect 
to identity theft, specifically on what to do and why it must be done – even 
though a vast amount of guidance on this subject is being directed at users. 
South African banking clients for example are frequently warned about the 
threat of phishing scams (via email, SMS and so on). Are these 
interventions having an effect? Perhaps, there may be too much information 
for lay people to digest and security practitioners may be unwittingly 
shooting themselves in the foot. 

With all this emphasis on awareness, the question one has to ask is: to 
what end? In other words, does making users more aware lead to more 
secure behaviour and therefore contribute to a more “secure” organisation 
or, are awareness campaigns doomed to fail?  

The purpose of this paper is two-fold.  Firstly, it will be demonstrated 
that there is a shortage of in-depth information security awareness research 
and that behavioural concepts are not properly taken into account for 
security awareness programmes. Next, this paper represents research in 
progress aimed at explaining and answering some of the questions raised 
above. A theoretical model is put forward proposing how a particular 
security awareness approach affects behaviour. This will help scholars and 
practitioners understand why an awareness initiative is expected to have 
certain results on security behaviour. The theory proposed will be then be 
tested empirically using a pretest-posttest experimental design. The authors 
believe that the contribution of this research is significant in the following 
ways: The research is a case study that will use system generated data to 
measure actual user behaviour before and after the security awareness 
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training intervention in order to determine effectiveness of the training. 
Therefore the perceptions of users about their own behaviour will not be 
relied upon. Existing research has used interviews, surveys and 
“participatory observation” to make conclusions about end-user behaviours 
in this regard. The research will measure a subset of behaviours required by 
a typical Acceptable Usage Policy, whereas much of the existing and recent 
research with respect to awareness training effectiveness has focused on 
phishing related threats. The research in progress intends to not only 
demonstrate the impact of security awareness training on user behaviour but 
to also contribute towards a set of instruments that could be used in future 
research for behavioural measurement. Finally, the study underway, uses as 
a foundation, the user behaviour taxonomy developed by Stanton et. al. 
(2005) in an effort to begin to consolidate the security awareness research 
landscape and move towards a common understanding and language of 
what “security behaviour” means. 

Various branches relating to information security awareness research 
currently exist. The landscape of information security awareness research 
can be categorised as follows: 

Figure 1 demonstrates one way of making sense of the available 
information security research. Most of the research work can be placed into 
one of these categories. This paper will not discuss research focused on 
computer abuse or the insider threat. 
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Figure 1: Information Security Awareness Landscape 
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2 RESEARCH FOCUSED ON THE IMPORTANCE & 
TECHNIQUES OF SECURITY AWARENESS 

Most of the research concentrates on the importance of awareness initiatives 
(Nosworthy, 2000; Furnell et. al., 2000; von Solms, 2000; von Solms, 2001; 
Siponen, 2001; Janczewkski & Xinli, 2002) and awareness techniques 
(Furnell et. al. 1997; Gaunt, 1998; Gaunt, 2000; van Niekerk & von Solms, 
2004; Trompeter & Eloff, 2001; Katsikas, 2000; Johnson, Eloff & 
Labuschange, 2003; Thompson & von Solms, 1998). Some of this research, 
is not necessarily based on a theoretical model, but instead simply provides 
guidance on what methods to use. Sommers & Robinson (2004:379) show 
how an awareness video and a quiz can be used to train students at a 
university. However, the researchers admitted that they had no way of 
measuring the effectiveness of this intervention. A video was simply shown 
and respondents were required to take a quiz afterwards. McCoy and Fowler 
(2004:349) also deployed a security awareness campaign at a University 
campus. They too however, did not use any metrics and found this to be a 
difficult task to carry out – thus implying the importance for this piece of 
research. Other researchers have also demonstrated approaches for 
information security awareness programmes such as Perry (1985:94-95), 
Spurling (1995:20) and Parker (1998:466). 

So even though methods may be used to make users aware, recipients 
of the message may not apply what they know whether they understand the 
message or not. Some of the reasons for this are because security 
technologies are difficult to use and consequently not used very well. For 
example, Furnell, 2005:274 demonstrated the difficulty that users have in 
finding, understanding and using security features in Microsoft Word. In 
another case, Whalen & Inkpen (2005:137) measured eyeball tracking of 
users when using web browsers and concluded that although some security 
information is viewed (indicating that users were “security aware”), users do 
not interact with it in order to fully understand  its implications. The study 
also found that users tend to stop looking for security information once they 
have logged into a site (Whalen & Inkpen 2005:143).  

Srikwan & Jakobsson (2007), argue that educational efforts generally 
expect too much from the audience while others – in an effort to make the 
message more palatable – simplify the message to such an extent that the 
meaning is diluted. Without an adequate understanding of security 
requirements and their support, security processes are bound to be 
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ineffective (Van Niekerk & von Solms, 2004). For example, a well-crafted 
incident management process is useless if an employee is not aware of 
firstly what a security incident looks like and then how to respond to the 
incident when one is recognised. Ultimately, security education in this 
context becomes inadequate. Thus security awareness practitioners need to 
ensure that there is a connection made between what a user knows and what 
the appropriate behaviour expected from them is. In order for security to be 
enhanced they need to be told not only what to do but why they should do it. 

The problem may be more complex than originally anticipated by 
security practitioners. Perhaps the solution is not only to deploy awareness 
campaigns and educate users, but more related to the notion of the ability of 
users to understand risk and make trade-offs (Schneier, 2003:17) and 
naturally wanting to be helpful (Mitnick & Simon, 2003). Most of the time 
people are told what to do without explaining why they need to do this. This 
is linked to people’s understanding of threats. If they are able to understand 
the underlying threat then they will be able to look for patterns and 
consequently mitigate any threat posed (Srikwan & Jakobsson 2007). 

Security education may inadvertently also have the opposite effect 
intended and enhance the level of risk that users expose themselves to. For 
example, if users are instructed to explicitly not share their credit card 
details to anyone requesting it via email and the attack is changed so that 
this information is requested telephonically then users could be at risk for 
simply following what they were told to do. In essence the message needs to 
be simple enough to capture the problem without losing the complexity of 
the threat. This is particularly true for education about phishing attacks 
(Srikwan & Jakobsson 2007). 

Despite these challenges, Kumaraguru et. al (2007) showed that 
security awareness material – when used - can be effective. They found that 
online material that informs users about the threats of phishing was highly 
effective – resulting in users getting better at identifying phishing sites. 
They also call for looking at more effective techniques to deliver the 
awareness message, getting users to actually read and absorb the material 
and, ensuring more work is done on the quality of awareness materials 
presented.  

Jagatic et. al. (2007:96) also used contextual training. They 
demonstrated that a large amount of information (accessible via social 
networking sites on the Internet) was easily obtainable and could effectively 
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be used for phishing attacks. The researchers also wanted to measure how 
social context information could influence the success of phishing attacks. 
The difference with this research is that they tricked their users by spoofing 
emails that looked like it came from friends in their social network. The 
number of students that fell prey to the (harmless) phishing attack was 72% 
(out of 487 targeted students) – this was much higher than anticipated 
(Jagatic et. al., 2007:97).  

To summarise, previous research on information security awareness 
has been skewed towards awareness techniques, computer abuse and insider 
threats. Although recent research has started examining the effectiveness of 
security awareness the focus has been on phishing threats, which has shown 
the effectiveness of class-room based training, phishing tests, email based 
training and web-based awareness material. Measuring the effectiveness of 
overall security awareness and examining behavioural aspects have been 
largely neglected. In addition, very few theoretical models have been 
presented and used to explain and test security behaviours. 

3 BEHAVIORAL INFORMATION SECURITY 
The importance of getting people to act correctly has always been implied 
by previous research work. However, a few years ago there has been more 
explicit focus on behavioural aspects of security. Behavioral information 
security is a branch of information security research which examines what 
motivates security related behaviours of computer users. Recent work in 
behavioral information security has shown: how employee job attitude 
relates to information security behaviours (Stanton et. al., 2003); what 
categories of information security behaviours exist (Stanton, et. al., 2005); 
what influences information security behaviours (Leach, 2003) and, how 
attitudes and intentions are significant factors in explaining why some 
employees do not comply with information security policies (Pahnila et. al., 
2007). 

The study underway described in this paper adopts the model 
proposed by Stanton et. al (2005) in order to make conclusions about 
whether awareness training has an effect on specific behaviour categories. 
This model states that all security behaviour can be plotted on a behavioural 
continuum. On one level behaviour is categorised based on a user’s 
intentions:  from malicious to neutral to benevolent intentions. On another 
level behaviour can be categorized based on the level of expertise held by 
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the user ranging from novice to expert and something in between the two. 
This produces a two-factor taxonomy of user security behaviours yielding 
six broad behaviour categories as shown in figure 2 below. 
 

 
Figure 2. Two-factor taxonomy of end-user security behaviours (Stanton et. 

al 2005). 
Using the model above, information security behaviours can be 

mapped against two-dimensions, i.e. the level of expertise the end-user 
possesses and the behavioural intent held by the end-user. The outcome is 
six different behavioural categories, which the researchers show, most 
security behaviours will be able to fit into (Stanton et. al, 2005:131). Putting 
this in context, the goal of security awareness initiatives is to move the 
intentions of employees towards the right-hand side of the chart.  Thus 
Stanton et. al. (2005:132) provides a practical framework for categorising 
information security behaviours. This model now lays a foundation for the 
measurement of security behaviours. An illustrative example of the above 
taxonomy is shown in the table below: 
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Table 1.Examples of behaviours that that require low levels of expertise. 
Behaviour Intent Expertise 
Employee sends pornographic 
material to colleagues. 

Malicious Low 

Employee shared password 
with his wife. 

Neutral Low 

Employee chooses a strong 
password. 

Benevolent Low 

 
Stanton et. al. using simple correlation, showed that good password 

practices (such as changing passwords frequently and choosing strong 
passwords) was associated with training and awareness, employees’ 
knowledge of being monitored and organisational benefits, perceived by 
employees (2005:124,131). A positive correlation does not mean that 
training and awareness caused these good password practices though. These 
password practices are known as naïve end-user security behaviours. These 
behaviours are characterised by individuals with a low level of expertise and 
with neutral intentions (neither malicious nor benevolent).  Interestingly this 
same piece of research work did not find any correlation with another type 
of naïve security behaviour – that of sharing one’s password. They 
concluded that there is no evidence that password sharing behaviour is 
associated with training, awareness, organisational rewards and knowledge 
of being monitored (Stanton et. al, 2005).  

Additional research is needed in this area and is called for explicitly 
by Stanton et al. (2005). Secondly, different techniques will be used in the 
current study which may yield different results as those obtained from 
Stanton et. al. (2005).  Vroom & von Solms (2004:191-192,194, 197) have 
also recognised the importance of human behaviour in the security chain but 
from an auditing perspective. The argument put forward is that although 
auditors express an opinion on an organisation’s financial and IT 
arrangements, employee behaviour – which is a key aspect of information 
security - is not measured. They claim further that the reason that end-user 
behaviour is often neglected is because it is so difficult to measure and will 
inevitably be flawed. Auditing end-user behaviour is compared to carrying 
out employee performance appraisals and the resultant flaws associated with 
such activity namely: reliability and validity factors. They believe there are 
too many factors that may interfere with “auditing” the employee 
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accurately. Thus an alternative approach for auditing behaviour is put 
forward by them. They proposed that a better approach is to attempt to 
change organisational culture one level at a time and thereby influence end-
user behaviour. 

The implications of the Vroom & von Solms’ work on this study are 
significant. Showing that behaviours can be measured in this context, adds a 
new dimension to the notion put forward by Vroom & von Solms. In 
addition, the techniques used and the lessons learned will form the 
groundwork for further research work to take place. Gaunt (2000:151,157), 
believes that information security awareness initiatives, while important, do 
not guarantee that staff will comply to appropriate security behaviours. 
Referring to the health care community he argues that a security culture 
needs to be entrenched for security to be effective. This requires amongst 
other things, strong commitment from senior management, clear lines of 
accountability and responsibility.  

According to Gaunt’s studies (2000:152-153), a number of obstacles 
need to be overcome to ensure security measures are effective and a culture 
of security is instilled. These include:  Getting users to change their 
behaviour to a more secure form may be difficult especially if they have 
been used to using computer systems in an insecure way. Enforcing stronger 
security measures may in reality cause more reluctance by employees to 
change their behaviour. In addition to this, employees may view security 
measures as impractical and a hindrance to their work.  Being unaware 
exactly what is required of them may also cause employees to become 
reluctant to embrace security. 

Inconsistent application of policies among or within organisation’s 
may lead to frustration by employees and thus undermine the effectiveness 
of the policies. 

Gaunt research, while providing insight into obstacles, also indicates 
the complexity of the problem and its behavioural aspects. Pahnila et. al. 
(2007) demonstrate the complexity of security behaviour by arguing that 
compliance to policy is in fact made up of the intentions and attitudes of 
employees (which themselves are determined by various factors). They 
therefore recommend that promoting positive social pressure on employees 
with respect to compliance to security policies (for example, by all levels of 
management and peers within organisations) promotes actual security 
compliance. This should be done by explicitly stating what is required and, 
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by showing what needs to be done.  This is inline with research carried out 
by Leach (2003). One of the factors that influence user security behaviour is 
what they are told. In most organisations this takes the form of security 
policies and security awareness initiatives (Leach, 2003:686). Another 
influencing factor in this regard is what employees see around them. 
Employees are strongly influenced by their peers and the messages that are 
released by the organisation whether internally or externally. If they see 
inconsistencies and contradictions between the message and the actual 
behaviour of the organisation, this will ultimately influence their behaviour 
(Leach, 2003:687). 

4 THE NEED FOR FURTHER RESEARCH  
According to Dhillon (1999), increasing awareness of security issues is the 
most cost-effective control that an organization can implement. Research 
that contributes to the effectiveness of awareness will ultimately benefit 
organisations as a whole as it will allow them to focus on techniques that 
improve their employees’ intentions and ultimately encourage end-user 
security behaviours towards a more benevolent state. The research by 
Stanton et. al. (2005:132) implies that further research is needed in this 
respect as existing research does not address this appropriately. Diverse 
methods for measuring these different behaviours are also called for. This is 
needed since some behaviour may be easier to measure than others. 
Instruments that measure the behaviour of a database administrator (high 
technical expertise) that possesses malicious intent may be much more 
difficult than measuring behaviours that are more naïve in nature such as 
abuse of Internet access for example.  

Kruger & Keaney (2005) developed a prototype for measuring the 
effectiveness of a security awareness program that was delivered in a global 
organisation. The model developed was based on three dimensions that 
could be measured i.e. what a person knows (knowledge), how they feel 
about a topic (attitude) and, what they do (a person’s intention to act in a 
certain manner). These dimensions were measured to determine the 
effectiveness of their awareness programme. Information was gathered 
using questionnaires (including assessing behaviour) although they 
suggested using system data at a later stage. Thus actual behaviours of the 
employees were not measured to determine whether a difference was made. 
Kruger et. al. (2006) also recommends that system data be gathered to 
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supplement employee surveyed data and propose a basic list of source data 
from systems that could be used and for what purpose. 

In some cases, researchers have however measured end-user behaviour 
directly, but this has been mainly geared towards how they respond to 
Internet-based threats, for example, the work carried out by Kumaraguru et. 
al. (2007), Jagatic et. al. (2007) and Whalen & Inkpen (2005). However the 
instruments used in these studies to measure certain behaviours may not be 
appropriate and practical for organisations to implement, such as those used 
by Whalen & Inkpen (2005).  Learning science principles should be used 
(such as providing immediate feedback when incorrect behaviour is 
observed) and emphasis should be placed on the quality of awareness 
material as well as unique ways to deliver the message to end-users 
(Kumaraguru et.al., 2007). This is important since a lot is expected from 
users during awareness initiatives i.e. their time and attention, as well as 
expecting them to absorb the message. Srikwan & Jakobsson (2007), call for 
educational efforts to demonstrate and place emphasis on the link between 
behaviour and the outcome of that behaviour as they contend that 
mechanisms that support such a link “appears to offer significant benefits”. 
Users must understand not only what they must do but why (Srikwan & 
Jakobsson, 2007:5). 

The subject-expectancy effect, where a research subject expects a 
certain result, and therefore unconsciously affects the outcome of the 
results, are experienced by many surveys, such as the CSI survey mentioned 
above. Another example is the PayPal survey (PayPal, 2007) which 
provides a very good online questionnaire for users to test their 
understanding of phishing threats and how they work. Once again this type 
of survey however, does not measure actual behaviour. 

Puhakainen (2006:69,139), points out that the only empirical evidence 
that does exist (with respect to information security awareness research) 
shows the practical effectiveness of deterrence. Further empirical evidence 
showing the effectiveness of security awareness training or awareness 
campaigns is not available, even though the effectiveness of training and 
campaign activities has been shown in other fields (for example, in cases 
where AIDS training has been a successful intervention).  

Furthermore, scholars have pointed out that only a few existing studies 
are theoretically grounded (Puhakainen, 2006:149; Pahnila et. al. (2007)) 
and more work is needed in this regard. Security awareness research in this 
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context can be categorised as follows: conceptual models providing 
practical guidance for security awareness, theoretical models without 
empirical support and, theoretical models with empirical support (Pahnila et. 
al (2007)). 

In an attempt to address the shortcomings and limitations of existing 
research, Puhakainen (2006) therefore developed three design theories to 
explain and improve IS Security behaviour. One of the design theories for 
IS Security awareness training was tested in two organisations. The research 
showed that the developed theory was relevant for developing practical 
security awareness training programmes. The researchers relied on the 
feedback from users, their colleagues and what they observed to determine 
the effectiveness of the security awareness training programme. This 
programme was shown to: achieve positive results, change user attitudes 
and, make users more conscious about their behaviour. The author calls for 
more practical studies in this regard (Puhakainen, 2006:106, 114, 139).  

5 THEORETICAL UNDERPINNING 
As mentioned above, a theory of security awareness is needed for 
researchers and practitioners to understand the expected outcomes of a 
particular awareness initiative and why this occurs. The model to explain 
security awareness training is based on work carried out by Nonaka & 
Takeuchi (1995). They argue that there are two types of knowledge and both 
are needed to help explain organisational learning, i.e. tacit knowledge and 
explicit knowledge. They propose that an organisation learns by oscillating 
between the two types of knowledge (Nonaka & Takeuchi, 1995:61). Tacit 
knowledge is not tangible and is subjective since it is that which is 
possessed by employees of the organisation. This includes individual 
beliefs, experiences and understandings of the organisation and what the 
organisation requires from them. Explicit knowledge on the other hand is 
codified, formal and easily expressed. Examples of this are organisational 
policies and pamphlets. Nonaka & Takeuchi (1995:70, 71) argue that the 
learning path in an organisation follows four cyclical stages: 
• Employees share tacit knowledge; 
• Tacit knowledge is made explicit by formalising it (e.g. policies); 
• Formalised knowledge is disseminated (e.g. awareness activities) and, 
• Employees “learn by doing” and thus explicit knowledge is made tacit by 

employees internalising it. 
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The cycle then starts from stage 1 again and follows an infinite loop. 

The study in progress described in this paper proposes a theoretical model to 
help explain how awareness training influences behaviour. The study in 
progress aims to show that in order to ensure appropriate security behaviour, 
employees need explicit knowledge of security policies and tacit knowledge 
on how to enact the appropriate security behaviour.  

Figure 3 below puts the model in context and shows the actual 
mechanisms that will be tested. Firstly, users will undergo security 
awareness training (1). This will be in the form of security awareness 
material that will be exposed to users showing correct and incorrect 
behaviours. Thus the security message will be made explicit and 
disseminated to users (2). As argued above, explicit knowledge also needs 
to be made tacit by users internalising it. So, after the awareness material is 
presented, users will be required to write a short test that will measure to 
what extent the message has been internalised (3). Thereafter, the actual 
behaviour of respondents are measured to test whether their actual 
behaviour has changed due to awareness training (4) and, whether 
internalized knowledge (comprehension) is needed for appropriate 
behaviour (5). 
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Figure 3. Theoretical model explaining how security awareness training affects 
behaviour. 
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6 RESEARCH AGENDA AND IMPLICATIONS 
The previous section presents a theoretical model explaining how the 
authors expect security awareness training to affect behaviour.  This section 
will put forward a research agenda for scholars and practitioners to explore 
further. 

Security awareness training should influence all employees within an 
organisation to ensure the appropriate behaviour is enacted by all and 
thereby achieve compliance to information security policies. To confirm 
this, the following questions should be further explored: In terms of explicit 
knowledge, what type of security awareness training is more likely to 
influence behaviour i.e. how important is the quality of the awareness 
material and the mechanism of delivery? How could practitioners more 
easily deliver the awareness message to ensure greater participation from 
end-users? Standardised, cost-effective and automated mechanisms for 
gathering system generated data (especially for behaviours requiring high 
levels of expertise) and the feasibility of such mechanisms require 
additional investigation. In terms of implicit knowledge, further 
standardised mechanisms should be explored to determine how best to 
measure implicit knowledge taking into account the role of learning science 
principles. What are the most effective learning principles and under what 
conditions are they effective? Status of employees within the organisation 
and the role that plays in awareness training is important to determine in 
future research. Once users fully comprehend policies, are the same types of 
interventions necessary to sustain the required behaviours? This is important 
as it will likely determine how often awareness interventions are required. 
Longitudinal studies in this regard would be necessary. An understanding of 
the influence of factors such as user attitude, perceptions and corporate 
politics on internalisation of the security awareness message and subsequent 
behaviour is also needed. Finally, further research is needed on a taxonomy 
of security behaviours, building on the work of Stanton et. al. (2005). 

The implications for practitioners are potentially significant. In order for 
organisations to implement affective Information Security an understanding 
from all employees within an organisation is needed. In addition, 
compliance to these policies is necessary and in some cases needs to be 
demonstrated by the Information Security function or Risk Management 
function within an organisation to justify their activities. The outcome of the 
current study will potentially provide pragmatic guidance for practitioners 
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when designing and implementing their information security awareness 
programmes.  

7 CONCLUSION 
There is a shortage of research on behavioural information security and 
theoretical models explaining how awareness training affects behaviour. 
The study in progress builds on existing behavioural information security 
research and puts forward a theoretical model, based on an organisational 
learning model. This theoretical model explains how organisational learning 
takes place, showing that both explicit knowledge and implicit knowledge is 
needed. The research underway will test the proposed model using system-
generated data as indicators of behaviour in a pretest-posttest experimental 
design. Only a subset of behaviours (based on a typical Acceptable Usage 
Policy) that require low technical expertise on the part of the end-user will 
be tested. The objective of this research is to determine the effectiveness of 
information security awareness training on subsequent behaviour by users in 
the study. Such a model could help scholars and practitioners understand 
why an awareness initiative is expected to have certain results on security 
behaviour and consequently, provide practitioners with practical guidance 
for their information security programmes.    
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ABSTRACT  
This paper intends to discuss and sift out current and important challenges 
in Information and Communication Technology (ICT) security for 
developing countries in the Sub-Saharan Africa where Tanzania will be 
taken as a case study. As a background we analyze lessons learnt in the 
processes of computerization, automation and the management of ICT 
security at the University of Dar es Salaam (UDSM) since it is one of the 
first higher learning institutions in Tanzania. The backbone of UDSM 
currently connects more than three thousand workstations and twenty five 
heavy duty servers that are centrally managed and which support different 
institutional core services.  

In the evolution process of computerization and automation of 
Information and Communication Technology (ICT) at the UDSM that 
started way back in the early 1990’s ICT security was of no priority. While 
in the western world computerization and automation processes have 
gradually been incorporating security into ICT infrastructures, developing 
countries have not experienced a similar evolution – neither in technical nor 
in practical circumstances. In practice, developing countries need to 
conform to international developments within ICT security at the same time 
as they are trying to conform to their own environments and also learn about 

Lessons Learnt in the Process of Computerization, Automation 
      and Management of ICT Security in the Developing World

331



  

the totally new situation created. Simultaneously there are also local and 
specific restrictions – well known by the developing countries -but usually 
not experienced by the developed world.  

KEY WORDS  
Challenges, Lessons learnt, ICT Security, Information Security, 
Automation, Computerisation, Managing, Developing World  
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LESSONS LEARNT IN THE PROCESS OF 
COMPUTERIZATION, AUTOMATION AND 

MANAGEMENT OF ICT SECURITY IN  
THE DEVELOPING WORLD: A CASE STUDY OF 

THE  UNIVERSITY OF DAR ES SALAAM, 
TANZANIA  

1 INTRODUCTION  
Information and Communication Technology (ICT) is considered to be a 
major driving force of globalised and knowledge based society in a modern 
world. As technology remains dynamic, protection of information asserts 
has became very challenging. A number of attacking techniques exists 
including denial of service attacks, cross site scripting, content spoofing, 
phishing, man-in¬the-middle, and brute-force. Therefore, proper protection 
of information assets in ICT infrastructures is needed. ICT security is 
considered to be part of that, where confidentiality, integrity and availability 
to information assets are the three pillars of major concern.  

In developed countries the evolution process of computerisation and 
automation of ICT infrastructures gradually integrates ICT security. 
However, staring from early 1990’s most of developing countries, 
particularly sub-Saharan Africa has experienced hasty un-secure evolution 
processes in computerisation and automation of ICT infrastructures [1]. 
There are critical factors in the developing world that negatively influence 
the process including lack of awareness and security culture, lack of 
knowledgeable and experienced human resources in managing ICT 
facilities, and un-secure integration of ICT security. While in the western 
world computerization and automation processes have gradually been 
incorporating security into ICT infrastructures, developing world has neither 
technical nor practical experience in similar evolution. As a result many 
organisation and institutions in developing world experienced losses of 
potential synergies [2, 3].  

In this study, University of Dar es Salaam (UDSM) being one of the 
key player in ICT security in Tanzania and one of the first and leading 
higher learning institutions is taken as a case study. Furthermore, we 
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analyze and sift out challenges and lessons learnt in the processes of 
computerization, automation and managing ICT security at UDSM.  

The paper is organised as follows: the background to the studied 
environment and an ICT security overview in Tanzania is given in chapter 
one; chapter two presents methodology; chapter three presents ICT security 
implementation status, chapter four presents challenges and 
counter¬measures; chapter five presents discussion and lessons learnt. 
Lastly conclusion and recommendations are given in chapter six.  

1.1 Background to the Studied Environment  
The University of Dar es Salaam (UDSM) is one of the first and leading 
public higher learning institutions in Tanzania. UDSM was firstly 
established in 1961 as an affiliated college of the University of London. In 
1963 UDSM become the constituent college of University of East Africa 
and in1970 an independent university [1, 7, 12]. The primary objectives of 
UDSM were: to transfer knowledge from one generation to another; to 
establish a place in Tanzania where frontiers of knowledge would be 
advanced through research; and to be a place where professional training of 
human resource would be conducted [1, 7, 9]. The university started with 
only one faculty, the faculty of Law. Gradually it expanded to include more 
than five campuses; six faculties, four centres, and four institutes – at the 
main campus alone; and two constituent colleges [1, 7, 12]. In terms of 
student’s enrolment, in 2006/2007 the university has a total of 18,342 
students with females constituting 36.1% of all undergraduates [5].  

The computerization, automation and integration of ICT security 
process at the university started in the early 1990’s. Apart from many 
challenges posed as a result of this process over 16 years (1990’s – 2007), 
great achievements were realised -as it is presented and discussed in the 
paper. The university recognition in offering high quality education and 
related ICT-based services is recognised amongst the African countries; in 
the African Universities ranking of 2005 conducted by Webometrics 
Ranking of World Universities: Cybermetrics Lab, National Research 
Council, Spain, UDSM appeared to be in the thirteenth position using ICT 
for teaching and learning [14]. All ICT-based services at UDSM are 
centrally coordinated and managed by the University Computing Centre 
(UCC) [1, 7, 9].  
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1.2 ICT Overview in Tanzania  
Confidentiality, Integrity and service Availability are the three pillars for 
ICT security and special attention needs to be paid to bandwidth being one 
of the major contributing factors. In most African countries the internet 
connectivity to the outside world is satellite dependent. As a result of 
bandwidth charges in Africa being very high, automatically the integration 
of ICT security in universities and quality service delivery is highly affected 
[15].  

According to the International Telecommunication Union (ITU) 
report, they argue that higher bandwidth prices in African countries are 
notably influenced by certain bottlenecks elements. Lack of infrastructures, 
unfavourable regulatory environment, and uncompetitive market structure 
were mentioned as influencing elements [4]. The report also gave the 
economics and consequences of high bandwidth prices to end-users, which 
are summarised and presented in the figure below.  

 

 
Source: ITU report on improving IP connectivity in the least developing 

countries [4]  
 

From these facts, it is obviously that with the existing wider 
economical gap between developing and developed countries, these higher 
bandwidth charges are unaffordable, and widens the digital divide. Cheaper 
and affordable bandwidth is necessary for African HEI’s to excel.  

The government through the Ministry of Communication and 
Transport (MoCT) and Tanzania Communications Regulatory Authority 
(TCRA) formally Tanzania Communication Commission (TCC) is also 
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advocating availability of cheaper and affordable bandwidth where as 
regulations permit international VSAT data service providers [2, 6]. To-date 
Tanzania has a total of fifty-three registered ISP’s companies: eight 
companies with Network Facilities Licenses; eight with Network Service 
Licenses; and thirty-seven with Application Service Licenses [6]. These 
ISP’s are offering internet services via VSATs’, Wireless, leased lines, and 
dialup.  

With regards to computers, the importation of ICT facilities, including 
computers started in early 1970’s. However, there were a number of 
problems associated with operations, maintenance and management of ICT 
facilities. As a result the government experiences heavy financial losses. To 
stop the losses in 1974 the government decided to ban the importation of 
computers and its related equipments [2]. In early 1980’s the ban were 
lifted. Most of computers and ICT related facilities were then imported by 
the government, private companies and few individuals [3]. In order to 
promote the growth, use and affordability of ICT facilities in the country, in 
early 2000 the government decided to wave taxes to the importation of 
computers. Since then the dependences on ICT to operate core services in 
all sectors increased hasty. Similarly status of ICT security awareness 
among people and its integration to support core business is fairly high.  

2 METHODOLOGY  
The study is based on the literature review, research work and findings from 
the four PhD graduates on ICT security paradigm in the studied 
environment [3, 8, 10, 11]. The study also grips authors working experience 
of nearly ten years as a forefront in the implementation and management of 
ICT security in the area.  

3 ICT SECURITY IMPLEMENTATION STATUS  
This chapter presents UDSM ICT-based services growth trends over the 
span of nearly sixteen years (1990’s -2007) and how ICT security was 
integrated in the evolution process.  

3.1 ICT Network Infrastructure and its Facilities  
Having a secure, reliable, and well managed ICT network infrastructure in 
any organisation is a necessity for high quality service delivery. Security 
mechanisms including intrusion detection systems (IDS), firewalls, routers, 
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and virtual LAN (VLAN) are used to secure network infrastructures from 
attackers who exploit network vulnerabilities.  

UDSM being the place where professional training of human resource 
is conducted -was not left out in ICT development arena. During 1990’s – 
2007 university progressively implemented the state of the art ICT network 
infrastructure that consists of gigabit speed optical fibre backbone, wireless 
links, and structured LAN’s at UDSM main campus, constituent’s colleges 
and at its institutes (UCLAS, MUCHS, DUCE and IJMC)1. To enhance 
distance learning -videoconferencing facilities were also installed [1, 7, 9, 
12, 17]. Some of the areas covered in the process were:  
•  Optic fibre backbone: all buildings, including student’s halls of residence 

and Public access Rooms (PAR)2 at UDSM main campus were linked to 
the university optical fibre backbone. Also UDSM backbone was 
extended to UCLAS located more than 2km from the main campus. 
Optical fibre backbone(s) were also installed at UCLAS, MUCHS, and 
DUCE.  

•  Point to point wireless link networks: Other institutes and hall of 
residents (MUCHS, DUCE, IJMC and Mabibo hostel) located far from 
the UDSM main campus were connected to UDSM backbone via 
wireless microwave links with 11-23Mbps capacity.  

•  Wireless Access Points (Wi-Fi): Both outdoors and indoors WPA’s were 
installed at the UDSM main campus and DUCE for creating flexibility 
and mobility to staff and students.  

                                                 
 
 
 
 
 
 
 
 
 
1 UCLAS - University College of Lands and Architectural Studies; MUCHS - Muhimbili 
University College of Health Sciences; DUCE - Dar es Salaam University College of 
Education; IJMC – Institute of Journalism and Mass Communication. 
2 Rooms located to the student’s halls of residence providing ICT related services to 
students; services include internet access and printing. 

Lessons Learnt in the Process of Computerization, Automation 
      and Management of ICT Security in the Developing World

337



  

•  Videoconferencing: Four UDSM main campus lecture theatres were 
installed with video conferencing facilities, and two sets of mobile 
facilities are available for use. However, in the process ICT security 
implementation and integration to automated services were observed to 
be of ad-hoc character. To-date UDSM backbone network infrastructure 
is believed to be one of the best heterogeneous network in higher 
learning institutions in eastern Africa.  

3.2 Computers and its Facilities  
Existing state of the art network infrastructure will be curtailed without well 
secured end-user computers and servers’ machines -that allows academia 
and other university staff to access and utilize fully available ICT-based 
services and resources.  

Taking advantage of the government decision on computer 
importation ban lifting and tax waving [2], UDSM has installed more than 
3,000 computers at her main campus. Computers of different brands include 
Dell, Mac, Sun, Compaq, HP, and Siemens [1, 7, 12]. The table below 
delineates the trend of ICT equipments growth and its distribution within 
UDSM main campus.  

Table 1: Trend of ICT facilities growth (Computers). Source: UDSM ICT 
policy, Master plan & UDSM website [1, 7, 12]   

Year  Average Number 
of Computers  

Location and Usage Description  

1990  17  
Mostly located at administration building, deans offices, and head of 
departments. Very few were located in faculties computer labs, and 
main library  

1995  200  
Nearly all administration building offices, dean’s offices, head of 
departments, and academia offices. Faculties labs, few in 
departmental labs, and main Library  

2002  2400  

Nearly all administration building offices, dean’s offices, head of 
departments and sections, and academia offices. Faculties’ labs, 
departmental labs, and main Library. PAR’s at student’s hall of 
residence: hall 1, 5, 7 and Mabibo hostel each with at least twenty 
computers and one printer.  

2007  3,200  
More computers deployment were in offices and departmental new 
Labs (AVU-LC, computer science department etc)  

 
Apart from the progress made, protection of these ICT facilities was 

affected by a number of issues including lack of enforcing security 
measures, maintenance culture, and ICT facilities failures. As a result 
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confidentiality, integrity and availability of sensitive information assets 
stored in these computers/ servers was jeopardised.  

3.3 Bandwidth and Utilisation Status  
UDSM was the first HEI in Tanzania to have dial-up connection (from 
London) that was purely used for sending and receiving emails once a day. 
The service turned out to be not only a burden to the university as a result of 
higher telephone connection charges but also the limited number of ICT 
services offered to the community [7]. As an alternative to that, UDSM 
gradually managed to upgrade her bandwidth from different providers as 
delineated in Tables 2 below.  

However, running cost remains a challenge, for instance UDSM used 
to pay monthly subscription fee amounting to 9,000 US$ for 1/2Mbps from 
TTCL. Currently UDSM is paying around 11,000 US$ (subsidised rate) for 
1.5/7.5Mbps from AVU [1]. Following that -to maximize bandwidth 
utilization, UDSM employed a lop-sided link bandwidth strategy "thin 
up/fat down" as less bandwidth is required to send data to the Internet and 
more to receive large data [15]. The table below summarises bandwidth 
upgrading trend at UDSM.  

Table 2: Trend of bandwidth growth over the period starting from early 
1990’s to date. Source: UDSM ICT Policy Master plan, UCCICT and 

PHEA [1, 7, 9, 15] 
Year  Bandwidth 

(Mbps)  
Total 

Bandwidth 
(Mbps)  

Connection 
Type  

ISP  Usage Description  

1990/93  < 0.024  < 0.024  Dial-up  Heath 
net  

Only for sending and 
receiving emails  

1993/97  0.256/0.512  0.768  Leased Line  TTCL  
Internet /Email, Research, 
Library and few networked 
computers,  

1998/2000  0.512/1.024  1.536  Leased Line  TTCL  
Internet /Email, Research, 
Library and networked 
computers,  

2001/06  1/2  3  Leased Line  TTCL  
Internet /Email, Research, 
Library, online services, 
and networked computers  

2006 –  1.5/7.5  9  VSAT  AVU  
Internet /Email, Research, 
Library, online services , 
and networked computers  
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Figure 1: Bandwidth growth starting from 1990’s to date 

 

 
 Figure 2: MRTG graphs showing a daily UDSM bandwidth utilisation  
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Figure 1 shows the bandwidth growth trend while figure 2 shows MRTG 
daily bandwidth monitoring utilisation graph with down-link of 7.5Mbps 
and up-link of 1.5Mbps which is over 73% and 95% respectively saturated3. 
UDSM being connected to the outside world via internet was a start for 
facing new avenues including enhancing teaching, learning, research 
functions, and library services. However, this process also opens doors to 
security threats and attacks. A number of measures are taken to minimize 
these new risks.  

3.4 Software’s -Operating Systems, Application and Anti-virus  
Operating systems (OS) and application programs are the most critical 
programs for ICT facilities. Malicious code, corruption/destruction of data, 
and unauthorized change of access rights and privileges are few examples of 
attacks. To enhance security to these critical assets -awareness, knowledge 
and technical expertise, and ICT security policies – defining (what, why, 
how, do’s, and don’ts) need to be in place. Patching of operating systems, 
application programs and use of antivirus solutions are part of security 
measures that protect ICT assets. As mentioned earlier, the growth in 
numbers of ICT facilities meant increased software requirements and 
security demands. Also, more proprietary software’s platforms were needed, 
which demanded UDSM to pay more license fees to vendors while at the 
same time more bandwidth was required to facilitate downloading and 
                                                 
 
 
 
 
 
 
 
 
 
3 The circled area in both graphs shows that usage decreases only during the night (from 1 
to around 6 hrs). The interpretation tells that most of students do use their laptops to access 
internet via wireless access points installed across campus while others (including staff 
family member) who lives in campus do go to Public Access Rooms (PAR) located within 
the student’s hall of resident. Usually at UDSM main campus most of student’s 
departmental computer labs are closed at 20.00hrs with the exception of main library which 
is closed at 22.00 hrs. 
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updating of software patches to both servers supporting core services and to 
end-user computers.  

To cut down running cost on software’s license fees, UDSM decided 
to opt for open -access platforms software’s – including Linux as OS and 
Star-office as application programs. This decision was also included in the 
UDSM ICT policy and master plan [1, 7]. To-date, a fairly larger number of 
end-user computers and servers are running on open -access platforms [1].  

3.5 Information Systems, Online and Library Services  
Proper protection procedures against threats that may cause risks to 

information assets need to be in-place. At UDSM, computerisation and 
automation process of ICT-based core services and integration of ICT 
security was not an easy undertaking. As discussed earlier – lack of 
awareness, knowledge, technical experience and expertise on ICT security 
were among the major constraints to the process. Thus to ensure that 
information systems are securely implemented -UDSM had to train her IT 
staff and was sometimes forced to hire experienced experts / personnel’s 
from abroad [1, 7, 9, 16].  

To-date UDSM network infrastructures including existing information 
systems that are accessible online have fairly high security level. Attackers 
usually use techniques including cross-site scripting, cookies poisoning & 
hijacking, content spoofing, denial of service attacks, phishing, man-in-the-
middle, or brute-force to exploit vulnerabilities and cause risk/ damage to 
information assets. Some of the security techniques implemented at UDSM 
to protect information systems include encryptions, authentication, transport 
layer security protocols, public key infrastructures – PKI, and virtual private 
networks. Also automatic backup and disaster recovery solutions were 
implemented to ensure data availability.  

Some of the existing information systems that supports teaching, 
learning research functions, library and administration services are:  
•  Teaching/learning: Online systems like Blackboard etc.  
•  Online Laboratories: iLab – based on real time  
•  Online Library Services: Online Public Access Catalogue (OPAC), 

Library Information System (LIBIS), UDSM virtual library, Database for 
African Theses and Dissertation (DATAD), and Internet search engines 
and information gateways  
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•  Admission and Examinations: UDSM has developed in-house Academic 
Registry Information System (ARIS) based on open – access  

•  Administration: Human Resource Information System (HURIS), and 
Financial Information System (FIS)  

•  E-mails and Intranet Services: A number of email services are available.  
Apart from success made, still UDSM is facing a number of security 

challenges that needs special attention.  

4 CHALLENGES AND COUNTERMEASURES  
The evaluation of computerisation, automation and management of ICT 
security at UDSM was affected by a number of challenges. These 
challenges affected much of the fusion and integration process of ICT 
security with ICT network infrastructure. We categorise the current critical 
challenges in the following manner: Awareness and capacity building, 
social-culture, economical, regulatory, technological, power supply, 
bandwidth and countermeasures.  

4.1 Awareness and Capacity Building  
Under this category the following were identified as the most critical issues: 
lack of ICT security awareness and culture among end-users; lack of user 
knowledge to proper use of ICT facilities including computers – that leads 
to violation of security procedures; lack of knowledge, practical and 
technical experiences to IT staff on the higher level implementation and 
management of both ICT network infrastructures and ICT security.  

Others were: lack of technical expertise in defining security 
requirements and specifications for software’s and hardware’s before 
procuring and/or development; inadequate ability to quickly adjust and 
respond to rapid ICT technological changes – mostly of technological 
changes occurs in software’s development and change of versions; and lack 
of expertise in maintaining different ICT components/ equipments – notably 
these requires specialised skills.  

4.2 Social-culture  
Social-culture behaviour was also seen to be among the challenges in the 
studied environment. These include: Presence of vandalism on ICT 
infrastructures and facilities that cause(s) heavy financial loss and service 
interruption – theft of ICT facilities including network components; and 
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lack of maintenance culture of ICT facilities among end-users, management 
and/or decision makers.  

4.3 Economical  
In this class the following challenges exist: Presence of high experienced IT 
staff turnover – as a result of high market demand; limited funding that 
would support proper implementation and management of ICT securities 
from the institutions and/or government; presence of higher software 
maintenance and license fees for use of proprietary software’s4; and 
presence of higher bandwidth charges5.  

4.4 Regulatory  
Regulatory issues were also of concern. Lack of properly defined ICT 
security policies, procedures and guidelines; and presence of limited support 
and commitment from the government and/or regulatory bodies on ICT 
related issues; are some of the challenges that do exist.  

4.5 Power Supply  
Stable and reliable power supply is a prerequisite needed to smoothly run 
and operate ICT facilities/ equipments, else survivability of ICT equipments 
and service availability are jeopardised. At UDSM lack of reliable power 
supply from the national grid that may cause facilities and systems failure 
and service interruption, and presence of limited number of un-interrupted 
power supplies (UPS) to support computers and its facilities are existing 
challenges.  

                                                 
 
 
 
 
 
 
 
 
 
4 For instance - UDSM pays every year an annual subscription fees for HURIS, FIS and 
LIBIS amounting to 7,260.00 US$, 26,303.00 US$ and 5,193.51 Euro respectively [7] 
5 “... in Europe and North America a bandwidth that cost 100 US$ a month would cost 
African universities more that 10,000 US$ a moth...” [15] 
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4.6 Technology and Bandwidth  
ICT is dynamic, this creating a lot of challenges to the ICT security 
paradigm. These challenges include: presence of malicious codes and alike, 
including attackers / hackers – exploits network vulnerabilities and cause 
heavy damages/losses to valuable information assets; limited bandwidth 
¬that affects core services availability; and Systems complexity – as most of 
the systems became more complex, they become more demanding and 
require high skills to use. Others are presence of fake ICT related 
equipments in the market and/or vendors – leading to systems failures, 
service interruption and financial losses; and rapid ICT technological 
changes.  

4.7 Countermeasures to Critical Challenges  
To address cited critical challenges, UDSM implemented various 
countermeasures to mitigate risks and associated damages. These 
countermeasures are presented and discussed in this section.  

4.7.1 Awareness and Capacity Building  
As presented, awareness and capacity building is the cross cutting factor 
that influenced ICT security at UDSM. The programmes for awareness 
creation are in place. For instance during the start of new academic year all 
new admitted students are oriented with “don’ts” and “do’s” on use of ICT 
facilities at UDSM including security issues. However the challenge 
remains as the students have different backgrounds on ICT knowledge. Also 
seminars and short-courses related to ICT awareness and use at UDSM are 
conducted on regular basis to staff at all levels [1, 9].  
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To build capacity for IT staff, UDSM trained a number of IT staff within 
and outside the country including professional training6 and at academic 
level7. Best-practice-study-tours and in¬house were also introduced [1, 9]. 
For the past five years, ICT security courses have been integrated to some 
diploma, degree, postgraduates and masters programmes. Also computer 
literacy courses are mandatory to every degree program at UDSM. Some of 
the programmes at UDSM that have included ICT security in their curricular 
continuum are listed below [5, 9, 13]:  
•  Faculty of Informatics and Virtual Education (FIVE): Certificate and 

Diploma in Computer science(1/2 yrs); BSc in and BSc with Computer 
Science (3 yrs); BSc in Electronics and Communication (3 yrs); MSc in 
Computer Science (2 years); MSc. in Electronic Science and 
Communication (2 yrs); MSc in Health Informatics (2 yrs); and PhD (3/4 
yrs)  

•  Faculty of Science: Postgraduate Diploma in Scientific Computing (1 yr);  
•  Faculty of Electrical and Computer Systems Engineering (ECSE): BSc. 

in Computer Eng. and IT (4 yrs); BSc. in Telecommunications 
Engineering (4 yrs); Postgraduate Diploma in Electronic and IT (1 yr); 
MSc in Electronic Engineering and IT (2 yrs); and PhD (4 yrs)  

•  Faculty of Commerce and Management: Postgraduate Diploma in ICT 
Policy and Regulation; and Masters in ICT Policy and Regulation (2 yrs)  

•  University Computing Centre (UCC): Certificate and Diploma in 
Computing and IT (1/2 yrs). Professional courses: CISCO 

                                                 
 
 
 
 
 
 
 
 
 
6 For instance -in July 2004, four IT staffs were trained in India at CCNP level; December 
2005, three IT staffs were trained in MySQL database administration in Singapore. 
7 For instance -in 2000 seven IT staffs were trained to licentiate and four to PhD level in 
Sweden. 
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Internetworking (CCNA, CCNP); Microsoft (MCSA, MCSE etc); IT 
Essentials; Programming; Oracle (OCDBA, OCP etc) and professional 
certification.  

 
In addition, the completions of four PhD’s (2000 – 2007) in the area 

of ICT security, their findings and developed model/frameworks have 
contributed to improvements of ICT security status, not only at UDSM but 
also in the country [3, 8, 10, 11].  

As of today, UDSM has good experience, technical capacity, and 
expertise in implementing and managing ICT security in network 
infrastructures. These achievements are due to rising awareness among 
UDSM community members, recruiting some graduates from the above 
listed programmes, involvement of the mentioned PhD’s graduates and 
large support from the UDSM management and community.  

4.7.2 Social-culture issues  
UDSM introduced policies on physical security for protecting her ICT 
network infrastructures and its facilities. Checkpoints were introduced at the 
main gates and main buildings entrances where people declare their ICT-
related belongings. The numbers of incidents have reasonably gone down. 
In addition, culture on adhering to maintenance schedules of ICT facilities/ 
equipments among decision makers is fairly high.  

4.7.3 Economical issues  
IT staff turnover and retention, UDSM has relatively increased IT staff 
salaries, as a result staff turnover ratio has significantly gone down to 4.7%. 
However, the challenge remains as the market salaries are still at high -
which could impact staff retention strategies.  

To reduce huge amount paid to vendors as maintenance and licenses 
fees for use of proprietary software’s; UDSM has set a policy to migrate 
from proprietary to open-access software’s. To date most of end-user 
computers (particularly in computer labs) are running on Linux and star-
office programs. At the moment (2008) 98% of all servers at UDSM are 
running on open-access platforms. UDSM is now developing her own 
information system using open-access platforms; a good example is the 
developed academic registration information systems (ARIS).  
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Internet bandwidth charge still remains high despite efforts made by 
various existing initiatives. To-date UDSM is paying more than 11,000.00 
US$ at subsidised rate a month for a total bandwidth of 9Mbps.  

4.7.4 Policies and Regulatory  
The first UDSM ICT policy and ICT master plan was developed in 1995. 
Likewise national ICT policy was developed in 2003. The existence of these 
documents has contributed to the improved of ICT security at UDSM. 
However, as ICT is very dynamic, challenges remains on proper translation 
of policy documents in to actions. Also to avoid ad-hoc, timely updating of 
policy documents to match with the current changes still needs great 
attention.  

4.7.5 Power Supply issues  
To mitigate the risks to stable and reliable power supply UDSM installed 
single and centralised un¬interrupted power supplies (UPS) in offices, 
computer labs and server rooms. Also automatic standby power generators 
were installed to strategic areas like theatre rooms, main library, 
administration and some faculty/departmental buildings. However, the 
challenge remains on the sustainability of maintaining and running these 
generators as they require periodical maintenance ¬fuel and spare parts – 
that requires funding.  

4.7.6 Bandwidth and Technological issues  
A rapid technological change has forced ICT-based service users always to 
be at alarming state. UDSM faced a lot of critical technological challenges 
as presented in section 4.6. However to mitigate the risk UDSM 
implemented a number of strictly measures to secure her network 
infrastructure and critical assets against threats that may exploit 
vulnerabilities and cause risk to information assets. Implementation of tools 
(hardware’s and software’s) and configuration techniques including 
intrusion detection systems (IDS), firewalls, routers, intelligence switches 
and virtual LAN (VLAN) as part of measures to secure the network 
infrastructure is done.  

Also to enhance confidentiality, integrity, authenticity, authentication, 
accountability, and non-repudiation to web-based information systems 
security techniques including -encryption, authentication, TLS, public key 
infrastructures – PKI were also implemented. Furthermore, automatic and 
manual data back-up mechanisms, including disaster recovery solutions are 
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in place. Monitoring and management of network infrastructure is now 
automated. Tools like “What’s-Up-Gold” are in use. The use of such tools 
has significantly simplified management of network infrastructures, where 
from one central location IT staffs are able to monitor the entire network 
depending on the configuration.  

For control of viruses and malicious codes, UDSM has implemented a 
university wide Antivirus solution “escan corporate solution” which is 
centrally accessed. In addition, all up-to-date patches are also centrally kept 
and accessed -this technique facilitates easy access and timely availability to 
networked end-users computers, hence international bandwidth serving.  

Addressing the bandwidth problem, despite of efforts made by UDSM 
to manage the little bandwidth it has, still challenge remains as ICT-based 
core services are affected. Some of counter¬measures that are in place 
include:  
•  Use of bandwidth manager: Internet bandwidth is now allocated per 

network segments (sub¬networks), this technique also facilitates 
retention of any un-usual generated traffic not to affect the rest of the 
network  

•  Traffic divergence: All UDSM local traffic generated from accessing of 
local emails and websites are routed through TIX8  

•  Patches and Updates: patches and updates files for operating systems, 
application programs, and ant-viruses are kept and accessed locally at the 
central servers. Authorised users are allowed to update their computer 
patches from the central servers (locally).  

                                                 
 
 
 
 
 
 
 
 
 
8 Tanzania Internet Exchange (TIX) is a national internet exchange centre that keeps local 
traffic (local emails and websites) local. This leave international bandwidth to be used for 
other services. 

Lessons Learnt in the Process of Computerization, Automation 
      and Management of ICT Security in the Developing World

349



  

•  Blocking of international online web-based emails: yahoo, hotmail and 
alike are blocked during working hours where bandwidth is mostly 
needed for supporting core services. After working hours these web-
based emails are allowed when much of the bandwidth is un-used.  

Despite of all efforts made to manage sufficiently the little bandwidth 
UDSM has, still more bandwidth9 is needed (approximately six times of the 
current bandwidth) to support more than 3,000 networked computers 
together with automated ICT-based core services.  

5 DISCUSSION AND LESSONS LEARNT  
The overall goal for implementing, fusion and managing ICT security into 
network infrastructures is to secure critical information assets. However, 
from the analyses we have seen that there are a number of current critical 
challenges that affect proper and secure implementation, fusion and 
management of ICT security paradigm. Furthermore, we have seen how 
UDSM critically addresses these challenges, though fairly few still remain. 
Based on the analyses and discussions on current challenges at UDSM – we 
sift out the following as lessons learnt:  
•  Higher bandwidth charges in Africa, undermines automation process of 

ICT-based core services and quality service delivery. Due to the limited 
bandwidth most HEI has, proper measures and policies on its utilisation 
are required. Bandwidth management techniques such as these 
implemented at UDSM (discussed in section 4.7.6) may be applied.  

•  Automation of network infrastructure management at UDSM enabled IT 
staff to easily manage and monitor the entire network from a single 

                                                 
 
 
 
 
 
 
 
 
 
9 “...An institution with an average of 3,000 networked computers with automated ICT-
based core services requires at least 66Mbps...” [15]. 
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location. As discussed in section 4.7.6 – this has led to time and cost 
serving, and improved efficiency in managing ICT Security.  

•  From the discussion presented in section 4.7.1, we have seen that in order 
to create awareness and building internal capacity, special initiatives are 
needed. UDSM integrated computers and ICT security related 
courses/programmes at different levels within university academic 
curricular. These efforts facilitated also the generation of more IT 
security specialists.  

•  The study revealed that defining ICT security requirement specifications 
for hardware’s and/or software’s products remains a challenge. Proper 
attention should be given on developing measures to build internal 
capacity in the area.  

•  The discussion (section 3.4 and 4.7.6) shows that so far UDSM has 
successful implemented security mechanisms. The challenge remains as 
technology keeps changing – new threats and risk are always at alarming 
states.  

•  Dependence on proprietary software undermines development of HEI as 
much financial resources are required for payment of maintenance and 
annual subscription fees10. Therefore, for the survival of HEI, the 
migration strategies to open-access software are necessary.  

•  From the discussion (section 3.5) we have seen that UDSM managed to 
develop in-house ARIS system using open-access software. Thus HEI(s) 
could build their internal capacity to develop software in-house.  

•  Fusion of both ICT security policies to networks, email acceptable use 
etc, are necessary for enhancing information security at HEI. Top 

                                                 
 
 
 
 
 
 
 
 
 
10 UDSM is paying every year an annual subscription fees for HURIS, FIS and LIBIS 
amounting to 7,260.00 US$, 26,303.00 US$ and 5,193.51 Euro respectively. 
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management support is highly needed for successful implementation and 
enforcement of these policies.  

•  ICT-based services should be available when needed. From the 
discussion in section 4.5, we have seen that UDSM managed to install 
automated standby power generators in strategic areas and most of end-
users computers are connected on UPS(s) -single and centralised ones. 
Thus HEI(s) in Africa should invest in emergency power supplies.  

•  Selling of fake ICT equipments (especially in Africa) is emerging which 
leads to systems failure. The study revealed that -the problem is very 
challenging and needs to be handled collectively.  

•  IT staff turnover ratio at UDSM has significantly gone down to 4.7% by 
July 2004. Good salary and a conducive working environment are 
contributing factors to the success. HEI(s) in Africa should develop IT 
staff retention strategies.  

In order to be able to visualise the relationship between specific 
elements in our analysis and discussion-it would be fruitful to identify in 
particular what actions the university itself can be and is in control of and 
what actions and items the university cannot control by itself but only 
influence within a longer time frame. Such an analysis is provided. 

The proposed framework is based on internal and external elements. 
The internal elements are these activities that UDSM has control of itself; 
while the external ones are these that UDSM has no control of (influencing 
factors from the environment). The input elements are processed and the 
output is called ICT security management. Since there is no single solution 
for ICT security management, hence the input -output process is repetitive.  

 
Figure 3: Proposed ICT Security Management Framework based on UDSM experience 
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6 CONCLUSION AND RECOMMENDATIONS  
As information and communication technology is considered to be a major 
driving force of globalised and knowledge based society in the modern 
world – proper fusion and integration of ICT security to network 
infrastructures should be given higher attention. In the paper, the process of 
computerisation, automation and management of ICT security from early 
1990 were presented. In the analysis -challenges were categorised into: 
Awareness and capacity building, Social-culture, Economical, Regulatory 
and Policies, Power supplies, and Technology and Bandwidth. 
Counter¬measures were discussed at length and lessons learnt were 
presented. In addition, the framework based on UDSM experience in ICT 
security management was developed and presented.  

Generally we have seen that for better ICT service delivery -ICT 
security is highly needed for protection of critical information assets. 
Therefore, it is recommended that special attention should be given to the 
addressed issues that are still affecting ICT security paradigm. Furthermore, 
we believe that the presented UDSM experience in the area could also be 
adopted by other universities in the developing world.  
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ABSTRACT 

The threats and intrusions in IT systems can basically be compared to 
human diseases with the difference that the human body has an effective 
way to deal with them, what still need to be designed for IT systems. The 
human immune system (HIS) can detect and defend against yet unseen 
intruders, is distributed, adaptive and multilayered to name only a few of its 
features. Our immune system incorporates a powerful and diverse set of 
characteristics which are very interesting to use in the design of Intrusion 
Detection Systems (IDS). The authors propose therefore a hybrid intrusion 
detection system which combines host based and network based 
components but giving the focus to the host based intrusion detection as it is 
similar to the HIS. The proposed intrusion detection system will use the 
concepts of the artificial immune systems (AIS) which is a promising 
biologically inspired computing model based on the HIS. This paper 
presents an intrusion detection system based on the model of the human 
immune system and which will use the artificial immune systems paradigm. 
Furthermore the paper will also introduce some yet unused AIS concepts 
that can be applied to improve the effectiveness of IDS. 

KEY WORDS 

Intrusion detection systems, immune system, artificial immune system.
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IMMUNE SYSTEM BASED INTRUSION 

DETECTION SYSTEM 

1 INTRODUCTION 
Intrusion detection systems (IDS) are nowadays very important for every IT 
company which is concerned with security and sensitive systems. Even if a 
lot of research was already done on this topic, the perfect IDS has still not 
been found and it stays a hot and challenging area in computer security 
research. Recently a new approach started to make its way to intrusion 
detection, namely the immune system. It has a lot of interesting features we 
would like to find in IDS. A new artificial intelligence paradigm was created 
from the immune system, namely the artificial immune system; this 
paradigm is rather new compared to neural networks or fuzzy logic, but it is 
very promising for different areas in computer science. If we abstractly 
compare the way an intrusion detection system and the human immune 
system work, we can actually find quite some similarities. Within this 
context it is normal to use as much similarities as possible to improve IDS 
and to see how we can implement the different features; this is where the 
artificial immune systems paradigm will help. 

In this paper, we describe work in progress on artificial-immune-system 
inspired IDS. Its main purpose is to motivate the new paradigm and 
highlight the benefit one expect from that paradigm. The paper is structured 
as follows. First, we present the common design of the intrusion detection 
systems. Next, we give a brief overview of the immune system followed by 
a brief introduction to artificial immune systems. Then we discuss 
similarities between IDS and the immune system and their impact on 
advanced IDS. Finally, we conclude with presenting future work. 

2 INTRUSION DETECTION SYSTEMS 
An intrusion detection system can be compared with a house burglar alarm: 
if somebody tries to enter illegally in the house, one of the sensors will 
detect it what will trigger the alarm bell and alert the house owner and the 
police. Similarly, if somebody tries to compromise the confidentiality, the 
integrity or the availability of a computer system or network, or tries to 
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break the security protections, an intrusion detection system will alert the 
system owner and the security team [1]. 

Intrusion detection is the process of monitoring and analysing events of 
a computer system or network and tries to find intrusions. Events like trying 
to break into a system from the Internet using software exploits or trying to 
gain higher privileges on a system are representative events that will be 
recognized as an intrusion. Highly sensitive systems that have to be 
protected against 0-days attacks or critical systems with high availability 
needs, which cannot be patched very often, are typical systems that need an 
IDS. It is important to understand that the goal of an IDS is not to prevent an 
attack, but to detect it as quickly as possible and alert the right people who 
can then take the appropriate measures if a system was compromised; 
automatic measures can sometimes also be used by the IDS. 

2.1 Placement 
The placement or audit source location is one of the IDS taxonomies [2] the 
authors will focus on. There are two different strategies where to place 
intrusion detection systems: on a host or on a network node. Both placement 
strategies have their advantages and disadvantages. 

A host-based IDS (HIDS) is often an application installed on the host 
for monitoring purposes, like Snort [3], Samhain [4] or Prelude [5]. It 
analyses events from running applications, the operating system, network 
packets or logs and if an intrusion is detected, an alarm event is sent to a 
central monitoring instance. 

A network-based IDS (NIDS), often a commercial product installed on 
some special hardware, is positioned on a network node. It captures and 
analyses network packets that go through the node it monitors. One single 
NIDS or sensor, intelligently placed, can monitor several hosts 
independently of their operating system [7]. The captured network packets 
are analysed locally and if an attack is detected, an alarm event is sent to a 
central monitoring instance. 

Table 1 lists in parallel the advantages and disadvantages of both host 
based and network based IDS, regarding several typical features. 
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Table 1. Advantages and disadvantages of HIDS and NIDS 

Features HIDS NIDS 

Management Harder to manage due 
to the heterogeneity of 
the environment and its 

high number in large 
networks with many 

hosts 

Simple to manage due 
to its homogeneity and 

a few NIDS are 
sufficient to monitor a 

large network with 
many hosts 

Analyse encrypted 
network traffic 

YES NO 

IDS evasion techniques Harder to perform than 
on NIDS[6] 

Evasion techniques like 
fragmentation will 

easily work with NIDS 
when they have no 

possibility to 
reconstruct locally the 
fragmented network 

packets 

Knows if an attack was 
successful or not on a 

host 

YES NO 

Protection against 
targeted attacks 

Can be disabled during 
the attack of a host or 
by specific denial-of-

service attacks 

Easier than HIDS to 
protect against targeted 
attacks and can run in 

stealth mode 

Detects large network 
attacks 

NO YES 

Uses computing 
resources of the 
monitored host 

YES NO 
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It is not easy to decide between HIDS and NIDS which one is better or 
suites best our needs, but the trend is to integrate both or to design hybrid 
IDS that have both components [5][8]. Table 1 will help us to understand 
the proposed IDS design presented later. 

2.2 Detection mechanisms 
The detection mechanisms or algorithms represent another IDS taxonomy 
the authors will focus on. There are two different detection mechanisms IDS 
can use to find intrusions or attack attempts: the misuse detection and the 
anomaly detection. 

The misuse detection approach, the most used in commercial products, 
monitors and analyses system events looking for a known event or sequence 
of events that represents an attack; this event or sequence of events is stored 
in the form of a signature. One disadvantage of the misuse detection is that 
if the signatures database is not up to date or if a new attack is used for 
which there exists no signature yet, the IDS will find nothing suspicious. On 
the other hand theses signatures permit to define an attack precisely and to 
give it a name, what really helps system administrators without great 
security background to understand what happened and if needed inform the 
security team. Another problem that can exist is if the signatures are too 
specifically bound to a given attack, the IDS will not be able to detect 
variants of the attack. It is nevertheless due to this specificity that the false 
positive or false alarms rate is very low. 

The anomaly detection approach detects unusual behaviours, i.e. 
anomalies, like a great CPU consumption that lasts longer than usual, a high 
network traffic from the secretary's computer at 4am or the number of files 
accessed by a user in a given period of time. In order to detect anomalies, 
the detection system needs to create a normal behaviour profile and train the 
system on it. The anomaly detection can then use statistical measures or 
rules and compare the results with the profile; if there are differences, an 
anomaly was detected. This detection approach is rarely used in commercial 
products but is of great interest in the research area of intrusion detection. 
One advantage of this detection mechanism is that it is possible to detect yet 
unknown attacks and generate immediately a signature from it for the 
misuse detection. The false positive and false negative rate of the anomaly 
detection is unfortunately much higher than with the misuse detection. 
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3 IMMUNE SYSTEM 

3.1 Overview 
The human immune system (HIS) is quite complex and elaborate. The 
defence of the HIS is organised in different layers, mainly the exterior 
defences, which are biochemical and physical barriers like for example skin 
or bronchi, the physiological barrier, where pH and temperature provide 
inappropriate living conditions for pathogens, the innate system and finally 
the adaptive system. Every layer has different defence mechanisms and 
stops different types of pathogens. The innate and adaptive systems are 
again divided into several different cells, as we can see it on Figure 1. 

 

Figure 1. Major immune cells and their classification 

Every leukocyte has very specific functions, like for example the 
Neutrophil1 which migrates to sites of inflammation or infection and ingests 
micro organisms or particles, destroys them and dies, or the Eosinophil2 
which is responsible to combat parasites and is the main effector in allergic 
responses and in asthma. The B- and T-cells are the actors of the adaptive 
system; they are responsible to detect yet unknown pathogens, produce the 
                                                 
1 The Neutrophils constitute the majority of blood leukocytes and are part of the phagocyte 
cells 
2 The Eosinophil constitutes 1-5% of blood leukocytes 
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specific antibodies and destroy them. Every B- and T-cells have different 
detectors, called epitopes, which interact with different kind of pathogens. 

In order to improve the diversification, new B- and T-cells die and are 
created with randomly generated receptors every day, what modifies 
continuously the set of possible detected pathogens. There is a great 
interaction between all the different cells of the HIS; some immune cells 
secrete special substances that will attract some other type of immune cells, 
or some are responsible to produce an inflammation what will allow more 
immune cells to reach this particular region. 

For more information on the different leukocytes and their role within 
the HIS consult [9]. 

3.2 Artificial Immune Systems 
We can find quite different definitions of an artificial immune system (AIS) 
in the literature; one possible definition could be "Artificial immune systems 
(AIS) are adaptive systems, inspired by theoretical immunology and 
observed immune functions, principles and models, which are applied to 
problem solving" [10]. The artificial immune system paradigm is rather 
recent comparing to other artificial intelligence paradigms like Neural 
Networks, Fuzzy Logic or the genetic algorithms. AIS began in 1986 with 
Farmer, Packard and Perelson's paper on immune networks [11], but there 
was only in the mid-90's that it kept the attention of scientists. 

What do we need if we want to implement an AIS framework? If we 
abstract the immune system in a simplistic way we have a population of 
different types of immune cells and interactions between them through 
receptors. For our AIS we therefore need to have a population, defined as a 
set, a way to describe each element of the set, its length, and a way to 
measure an interaction. To describe the population we will use the concept 
of shape space (S); it is used in immunology to quantitatively describe the 
interactions between immune cells and antigens. An element of S is 
described by a set of Np parameters (length, width, charge, ...). To cover the 
whole shape-space, we actually need to generate N = kL different elements, 
where k is the size of the alphabet, L the length of one element of the set, 
and N is called the potential repertoire. As we have seen, one antibody can 
detect pathogens with similar structure, i.e. it is not bound to only one 
specific pathogen (imagine the number of antibodies we would need if each 
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could detect only one given pathogen). For that we will introduce the notion 
of coverage; ∑ −

= −=
εL

i iLi
LC

0 )!!*(
!  gives us the number of antigens covered by 

one antibody, where L is the string length of the antibody and ε the cross-
reactivity threshold. The cross-reactivity threshold characterizes the fact that 
each antibody interacts with all antigens whose complement lies within a 
small surrounding region. The minimum elements necessary to cover the 
shape-space S is therefore given by ( )C

N
m ceilN = , where N is the potential 

repertoire and C the coverage. The interaction, i.e. the affinity between an 
antibody and an antigen, both of length L, is evaluated with a distance 
measure between their attribute strings SL x SL ➙ ℝ+. To measure the 
distance, the Euclidean, Manhattan or Hamming distance functions are often 
used. Finally, the training phase is often done like in the immune system 
using the negative selection [12] improved sometimes with some genetic 
algorithms. In the immune system, T-cells are trained in the thymus and 
selected or matured using the negative selection process depending if they 
reacted or not to self cells; if T-cells recognized the own cells (self-cells) as 
intruders they will not be selected and will not survive the training phase. 

The application domain of AIS is becoming quite large. It is used for 
example in computer security, data analysis, search and optimization 
methods, agent-based systems, or autonomous navigation and control 
systems. 

4 IMMUNE SYSTEM ANALOGY TO IDS 
The human immune system has abstractly quite some similarities with 
intrusion detection systems, what the authors think make it naturally a good 
candidate as model for IDS design. The innate system of the human immune 
system can be compared with the misuse detection of the IDS; both uses 
pattern recognition based respectively on memory cells or signatures 
database to detect intrusions. The adaptive system can be compared with the 
anomaly detection where both can detect yet unseen attacks and where their 
sensors have to go through a training phase. Following the immune system 
model, the authors propose an IDS that uses both misuse and anomaly 
detection, quite the contrary of traditional IDS design that uses either misuse 
or anomaly detection. The misuse detection part will contain only the 
signatures for the running services and the anomaly detection sensors will 
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be able to generate automatically new signatures of detected and yet 
unknown attacks. 

Each immune system protects a particular body and is also located in 
that same body. If we compare this to IDS placement strategy we clearly 
have a host-based IDS. Therefore the authors propose a HIDS with the 
possibility to send newly generated signatures to other hosts on a same 
LAN. Thanks to this feature, we include two important characteristics of the 
immune system that are distributivity and diversity. Moreover this permits 
us to abstract a LAN as a body and each host of this LAN becomes an 
immune cell. 

One of the seven IDS requirements reported in Kim [13] is efficiency. 
An IDS has of course to be simple and not use too many resources on the 
monitored system; to this statement we would append “when nothing 
anomalous happens on this system”. What happens to a human being when 
he has a cold with fever and a nasty headache? He stays in bed and tries to 
recover as quick and good as possible; he perhaps boils some water for his 
tea or eats a little bit but that is all he will do until he has recover strength. 
The authors propose to build an IDS that follows this principle: when 
something anomalous happens on a system it will slow down its normal 
functioning and give more resources to the IDS in order to find the problem, 
possibly fix it and avoid on the same way that the hypothetic attack can 
spread too quickly. This will also help the response team to take appropriate 
measures. 

5 CONSEQUENCES FOR ADVANCED IDS 
Lundin and Jonsson identified nine research issues in the intrusion detection 
area [14]: foundations, data collection, detection methods, reporting and 
response, IDS environment and architecture, IDS security, testing and 
evaluation, operational aspects and social aspects. The authors of the paper 
focus their research using the AIS paradigm on the issues detection methods 
and IDS security. The detection method issue is simple to implement with 
AIS using the negative selection we have seen previously or using ideas 
from the danger model, another model in immunology we have not 
described here and that is out of scope of this paper. This other model is 
quite promising and has yet not been used often in AIS [15]. As we have 
seen in the previous section, we will introduce a new intrusion detection 
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approach using both misuse and anomaly detection with automatic signature 
generation. This approach was partially implemented in ADENOIDS [16], 
but it was limited to generate signatures for buffer overflows and was done 
at a high level of abstraction. Furthermore using both detection approaches 
together with the co-stimulation mechansim of the immune system will help 
to reduce the false positives. We will have to go much deeper at a level 
quite similar to the way the immune system works and auto-generation of 
signature files for SNORT is foreseen. 

The IDS security issue can be implemented in artificial immune systems 
using multiple independent sensors in different places of the system like for 
example with agents or the co-stimulation mechanisms we have seen in 
section 3. With this issue we have the multilayered or defence in depth 
feature of the immune system, the diversity of different kinds of detectors 
and we can minimize or avoid single points of failure. 

6 CONCLUSION 
The immune system is complex but very powerful; it can detect a lot of 
different types of pathogens, even unknown one, and thanks to a strong 
interaction between all the different actors of the immune system the 
pathogens can be destroyed. As the immune system has some very 
interesting features, a new artificial intelligence paradigm called the 
artificial immune system was created from it. Computer security, especially 
the antivirus and IDS fields, is of course an interesting candidate to apply 
AIS. The immune system itself is actually a very interesting approach to 
intrusion detection. 

We discussed in this paper an immune-system-inspired approach to 
intrusion detection. The similarities between the tasks of the human immune 
system and intrusion detection systems suggest that IDS can be improved by 
converting concepts from the biological to the digital world. Clearly, we 
must abstract from the concrete biological principals to benefit from them in 
intrusion detection. It was the purpose of this paper to discuss these 
necessary abstractions. Interaction between misuse and anomaly detection, 
distributivity, avoiding single points of failure, and locality, possibly 
affecting only single processes, are what we have extracted as main features 
of immune-system-inspired IDS. 
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Our current research in direction focuses on identifying good anomaly 
detection methods for IDS. This includes particularly reducing the number 
of false positives in the potentially applicable methods, as they are usually 
the limiting factor in misuse detection, and not the false negatives that are 
much easier to control. 
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ABSTRACT 

Bluetooth connectivity allows workers to access information anywhere, 
including both personal and corporate information. Software and 
applications have been specifically developed for handheld devices such as 
PDAs, giving users a high level of usability and functionality. The goal of 
this paper is to present an information security evaluation of a Bluetooth 
enabled handheld device, such as a PDA. The use of Bluetooth wireless 
technology and functionality provides added benefits, but also brings new 
information security threats to organisation’s information assets. The 
research attempts to understand the implications of using a Bluetooth 
enabled handheld device in both public and private environments. Five 
high-level layers are defined for this discussion. Security risks are evaluated 
based on current research into vulnerabilities, attacks and tools that exist to 
compromise a Bluetooth enabled handheld device. Possible 
recommendations to mitigate identified security risks are also suggested.  
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THE INFORMATION SECURITY OF A 

BLUETOOTH-ENABLED HANDHELD DEVICE 

1 INTRODUCTION 
Wireless technologies are deployed in both public and private 

networks, and may even be preferred over traditional wired networks 
[STAN02]. Bluetooth [GEHR04] gives mobile workers the ability to create 
ad-hoc connections with mobile devices, corporate networks, and Internet 
hotspots.  

 This offers mobility and convenience of use for Bluetooth enabled 
handheld devices such as PDAs (Personal Digital Assistant) and smart 
phones [GALL04]. Market research has indicated that Bluetooth-enabled 
devices will experience a 60% compound annual growth rate between 2003 
and 2008. Bluetooth usage continues to increase especially in Bluetooth 
enabled handheld devices [BRIT07]. It was predicted that Bluetooth enabled 
devices would increase from 316 million units in 2005 to 866 million in 
2009 [SDAA07]. The proliferation of Bluetooth enabled PDAs, smart 
phones and laptops bring Bluetooth past the enterprise door into the 
corporate network environment, usually without the knowledge of the 
corporation [HICK06].  

 Information security risks are introduced as people are utilising an 
easy to use technology such as Bluetooth, not really designed for 
information security, on handheld devices that are becoming more 
sophisticated in informal and corporate environments.   

 The aim of this paper is to provide an information security 
evaluation of a Bluetooth enabled handheld device, such as a PDA. Section 
2 gives a basic background to the environment in which Bluetooth is used. 
Section 3 describes a layered approach to evaluating the Bluetooth handheld 
device. Section 4 describes the risks of using a Bluetooth enabled handheld 
device, and section 5 evaluates how information security services are 
implemented. Section 6 concludes the paper.  
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2 BACKGROUND 
An IT consultant John uses his PDA for both corporate and private use, as 
shown in figure 1. He stores confidential client information on his PDA 
such as technical documents, minutes of meetings, calendar items and e-
mails. His Bluetooth enable handheld device is a PDA that is a highly 
functional pocket sized computing device consisting of a small liquid crystal 
display, an operating system, a processor and memory. The PDAs utilises 
the Windows Mobile [PRIC03] operating system. John may unknowingly 
bring malicious software from the wireless public environment into the 
wired corporate network environment. To be able to comprehensively 
discuss the information security risks presented by the Bluetooth enabled 
handheld device of John, a layered approach is defined next.  

 

      

Figure 1 – Bluetooth use in public and corporate networks 
 

3 THE BLUETOOTH HANDHELD DEVICE 
Layering is a method of combining different information security 
components to provide layers of protection. This assists in creating a 
defensive barrier. Layered information security improves the information 
security mechanism and increases the difficulty of compromising the 
handheld device. In contrast, a vulnerability or poor information security 
configuration in a layer could allow an attacker with a possible unauthorised 
access point.  

 In order to organise and structure the discussion on the information 
security of the Bluetooth enabled handheld device of John, the following 
layers are defined, as shown in figure 2: 
• Physical (Bluetooth) – the implementation of Bluetooth in hardware;   

   

John Tim
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• Bluetooth(software) – software implemented in, and defined over the 
physical device to allow wireless interconnectivity between devices;  

• Operating System - the main control program of the handheld device that 
enables hardware and loaded applications, including Bluetooth 
configurations and services, to function correctly; 

• Applications – programs dependent on the operating system such as e-
mail, word processing, and calendar items; 

• User – considered the administrator of the handheld device as it is under 
his/her full control. He/she configures features on the handheld device 
such as its information security, operating system and applications.  

 

 

Figure 2 – Layers of the Bluetooth enabled handheld device 

It is also important to further define the six layers of the Bluetooth 
architecture, shown in figure 2 [MCDE05] [ANAN01] [INSI06]: 

• Radio Layer – the Bluetooth transceiver that defines the transmission and 
receiving of packets over the physical channel; 
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• Baseband Layer – enables devices search for and connect to other devices 
by enabling the physical radio link between the devices compromising 
the piconet; 

• Link Manager Layer – manages the properties of the air-interface link 
between devices such as bandwidth allocation for data, bandwidth 
reservation for audio traffic, authentication by means of challenge 
response, trust relationships between devices, encryption of data and 
control of power usage; 

• Host Controller Interface (HCI) –  provides a standard interface for upper 
level applications to access the lower; 

• Logical Link Control and Adaptation Protocol (L2CAP) – allows multiple 
protocols and application to share the air-interface; 

• Profiles – profiles describe how the technology is used in different 
scenarios;  

Possible information security risks, presented by each of theses layers are 
discussed next.  

 

4 INFORMATION SECURITY RISK OF THE BLUETOOTH 
ENABLED HANDHELD DEVICE  

An information security risk is the likelihood that an accidental or 
intentional threat will compromise vulnerabilities within the Bluetooth 
enabled handheld device. [SANS07], and bring new information security 
threats to organisation’s information assets. Many vulnerabilities and attacks 
exist on a Bluetooth enabled handheld device that can be used to 
compromise its information security. In order to gain perspective on the 
risks that a Bluetooth enabled handheld device presents, Figure 3 gives 
high-level view of theses aspects. This may assist users to understand and be 
aware of the inherent risks in using a handheld device within a Bluetooth 
communication environment.   
• The physical layer is inherently vulnerable to physical based attacks and 

manipulation of the Bluetooth enabled handheld device. The frequency 
hopping technique employed by Bluetooth hardware to prevent 
eavesdropping can be circumvented. Interference from other applications 
and implementation of the Bluetooth stack on different operating systems 
pose risks. At the Baseband layer inquiry scans can be used to discover 
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Bluetooth devices which could allow anonymous information gathering 
to be performed providing the Bluetooth device address, manufacturer 
and Link Manager protocol version information. Devices can be set to 
being discoverable or non-discoverable which can have an influence on 
Bluetooth based attacks. At the Link Manager layer, weaknesses exist 
within Bluetooth authentication, as input parameters are the Bluetooth 
device address and the user PIN, sent in clear text. This makes Bluetooth 
authentication vulnerable to eavesdropping and brute force attacks. 
Encryption provided by Bluetooth only encrypts the packet payload but 
the packet header and access code are not encrypted, allowing 
eavesdropping to be performed.     

 

Figure 3: Overview of attacks and vulnerabilities of the Bluetooth enabled 
handheld device  

• The Bluetooth layer: The L2CAP layer is responsible for maintaining 
connections between communicating devices and is vulnerable to denial 
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of service (DoS) attacks. Multiple vulnerabilities exist which allowing a 
number of attacks, with the complexity of the attack ranging from 
difficult to effortless execution. Attacks ranging from simple Denial of 
Service (DoS) attacks against the Bluetooth signal to detailed brute force 
attacks against the authentication mechanisms can be successfully 
performed due to inherent vulnerabilities within Bluetooth and its 
implementation. Bluetooth profiles are dependent on the manufacturers 
of the Bluetooth enabled handheld device and the information security of 
the protocols used outside of the Bluetooth Specification for the secure 
operation of the Bluetooth profile. 

• The operating system layer can be targeted as another method of gaining 
access to or through the Bluetooth configuration. Vulnerabilities exist 
because of the single user operating system allowing brute force attacks. 
The increased threat of malicious software such as viruses and worms 
can be exploited by attackers. User identification and authentication is 
not performed, although a power on password is required when using the 
PDA. Bluetooth configurations are stored in the registry of the operating 
system and are dependent on operating system controls to protect the 
Bluetooth information security settings. If the operating system were to 
be compromised then Bluetooth configurations could be changed through 
the Windows Mobile operating system. 

• The application layer has implementation vulnerabilities due to poor 
application programming, allowing application based attacks which can 
be used to gain unauthorised remote access to the operating system, and 
then to Bluetooth.  

• The user layer is dependent on the user’s actions, which would affect the 
information security of all the layers of the Bluetooth enabled handheld 
device. The user could be unaware of information security practices to 
ensure a secure operating environment for the Bluetooth enabled 
handheld device.  

Next, Bluetooth information security services are evaluated that can be used 
to mitigate theses risks.   
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5 INFORMATION SECURITY SERVICES OF A BLUETOOTH 
ENABLED HANDHELD DEVICE 

Information security services are the measures that are employed to prevent 
the unauthorised use, misuse, modification or denial of the use of assets 
[BRAU00]. Bluetooth information security is designed so that the end user 
is able to configure and manage the information security options for 
communication [GEHR04]. Table 1 shows how each layer implements 
identification, authentication, authorisation and confidentiality. It also 
indicates how each layer supports the next and whether information security 
mechanisms provided by one layer possibly supports the controls in the next 
layer of the Bluetooth enabled handheld device.   

Each of the information security services is now evaluated. The 
integrated implementation of the four information security services is 
discussed, as it applies across all the layers of the Bluetooth enabled 
handheld device, and main concerns are highlighted. 

Identification is the act of identifying an entity such as a user, 
application or device to the Bluetooth enabled handheld device and its 
applications, so that it can recognise the entity and distinguish it from 
others. The main concern is that when a handheld device is accessed via 
Bluetooth, the user is not identified, but rather the device making the 
connection. The Bluetooth device address is not used by the operating 
system or by any application. At the user layer, a concern is that the owner 
of the device may not be aware that the other user is not identified. 
Identification is thus not implemented in an integrated manner across the 
layers of the handheld device and does not comply with the definition given 
above. Only device based identification is performed. It would be very 
important to ensure that a user is fully aware of this, and must understand 
how Bluetooth identification takes place when another entity makes a 
Bluetooth connection to access services that are provided.  

Authentication verifies the identity of the user, process or Bluetooth 
enabled handheld device, as a prerequisite to allowing access to resources 
offered on the device. The physical, Bluetooth, operating system and 
application layer of the Bluetooth enabled handheld device are responsible 
for their own authentication mechanisms. Bluetooth authentication is 
inherently weak and can be compromised. Furthermore, the operating 
system does not use the authentication performed by Bluetooth, neither do  
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Information Security 
Service Physical Bluetooth Operating System Applications User 

Identification MAC address  

Bluetooth device address 
(BD_ADDR) 

Bluetooth device address 
(BD_ADDR) 

None, unless third party 
software is used or 
integration to the 
corporate network 

Username unless third 
party software is used, or 
integration to corporate 
network 

Awareness that  device, 
not user is identified 

Authentication  None  Windows Mobile 
information security 
policies 

Initialisation key and 
Link key based on 
random number, pin and 
Bluetooth device address 

Windows Mobile 
information security 
policies 

Power-on password 

 

 

Password integration to 
server based applications  

Application execution  
authentication  

 

Awareness of power-on 
password or strength of 
pin number 

 

Authorisation Windows Mobile 
information security 
policies  

Remote and local storage 
card wipe 

 

Windows Mobile 
information security 
policies  

Bluetooth security 
manager consisting of 
trust relationships, device 
and service database 

Windows Mobile 
information security 
policies  

Application permissions  

Certificates 

 

Windows Mobile 
information security 
policies  

Application permissions  

Certificates 

 

Awareness of Windows 
Mobile information 
security policies and 
Bluetooth security mode 
configuration 

Confidentiality  Windows Mobile 
information security 
policies  

Encryption for storage 
cards 

 

Windows Mobile 
information security 
policies  

Bluetooth   encryption 
algorithms  

Encryption key 

 

Windows Mobile 
information security 
policies 

Stream based encryption 

Block cipher encryption 

One-way hashing 
algorithm 

Digital signatures   

 

Windows Mobile 
information security 
policies  

Application based 
encryption 

SSL encryption  

 

Awareness of Windows 
Mobile information 
security policies, 
Bluetooth security mode 
configuration and use of 
encryption programs 

Table 1: Information security services 
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the applications. At the user layer, the user might not be aware that he 
is not authenticated at the Bluetooth or operating system layer. Bluetooth 
authenticates the handheld device and the operating system authenticates via 
a power-on password. He also needs to understand that authentication is 
based on the link key and not the pin entered by the user when performing 
Bluetooth authentication. Only device based authentication is performed for 
the Bluetooth and operating system layers which does not fully comply with 
the definition given above. The user needs to understand how Bluetooth 
authentication is performed when gaining access to Bluetooth services, 
especially since the information security risk is increased when Bluetooth 
authentication is performed in public environments.  

Authorisation is the process of determining whether the user or 
Bluetooth enabled handheld device can be granted access to services 
offered by the host device. Authorisation mechanisms provided by 
information security policies can be used on the physical, Bluetooth, 
operating system and application layers. However, these authorisation 
mechanisms are not integrated across the layers of the Bluetooth enabled 
handheld device. The main concern is that detailed authorisation controls 
are not provided for services offered by Bluetooth, access is based on the 
first two layers of the Bluetooth enabled handheld device. If devices have 
paired, they may trust each other, and may be granted access to any service 
exposed by Bluetooth. Authorisation is not implemented in an integrated 
manner across the layers of the Bluetooth enabled handheld device, but only 
partially complies with the definition above. It is important for the user to be 
aware that Bluetooth device based authorisation is used and when other 
entities make a Bluetooth connection to access services provided by the 
Bluetooth enabled handheld device.  

Confidentiality is the property that guarantees that Bluetooth 
communicated information or information stored on the handheld device is 
not made available to unauthorised individuals, entities or processes. 
Confidentiality can be enforced across all the layers through the use of 
information security policies, if handheld devices are managed centrally by 
the organisation. From when a Bluetooth connection is made, the 
information security policy could enforce that all services offered through 
Bluetooth use encryption. However the confidentiality mechanisms 
provided by each layer for the Bluetooth enabled handheld device are 
independently enforced. The main concern is that inherent information 
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security risks exist within the Bluetooth specification which are present 
when using Bluetooth on the handheld device. Confidentiality is not 
adequately enforced by the Bluetooth specification allowing a number of 
attacks to be performed. The operating system does not use the encryption 
provided by Bluetooth when making a Bluetooth connection, neither does 
the application. At the user layer, he may not be aware that each layer of the 
Bluetooth enabled handheld device uses their own confidentiality 
mechanisms which each require to be configured to ensure that data 
transmitted and stored is encrypted. Confidentiality is not implemented in an 
integrated manner across the layers of the Bluetooth enabled handheld 
device and partially complies with the definition given above. It is important 
that the user understands how Bluetooth encryption is performed, when 
Bluetooth devices make connections to services offered.  

 
From this evaluation, it is clear that Bluetooth negatively affects the 

information security of a handheld device such as PDA, as it provides 
wireless connectivity that is not integrated into the different layers of the 
Bluetooth enabled handheld device. Fundamental weaknesses exist within 
the identification and authentication information security weaknesses, 
impacting on the authorisation information security mechanism. Inherent 
weaknesses exist within the Bluetooth specification and implementation of 
Bluetooth on the handheld device, this has led to vulnerabilities and attacks 
that can be performed successfully to compromise the information security 
services of the Bluetooth enabled handheld device.  

 

6 CONCLUSION  
It is clear that the Bluetooth enabled handheld device presents a new risk 
within the information security realm. New threats have been created when 
introducing the handheld device to Bluetooth connectivity within the public 
and private environments.  

Information security risks have been identified on all layers forming 
part of the Bluetooth enabled handheld device, which have led to the 
compromise of a number of information security services. The identified 
vulnerabilities and attacks could be used by to bypass information security 
mechanisms of all the layers of a Bluetooth enabled handheld device such as 
a PDA. 
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Information security services are not adequately addressed, and cannot 
sufficiently protect assets stored on the device. A compromised device may 
also be used to gain entry to a corporate network and the information that it 
stores. The information security risk of using a Bluetooth enabled handheld 
device should thus be clearly understood by the organisation before 
introducing it into the corporate network. The user also needs to understand 
the actions that can be performed to ensure that information security risks 
are mitigated against, to operate the handheld device in a secure Bluetooth 
environment.  
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ABSTRACT 

In order to obtain evidence of the security and privacy issues of products, 
services or an organization, systematic approaches to measuring security are 
needed. In this study we survey the emerging security metrics approaches 
from the academic, governmental and industrial perspectives. We aim to 
bridge the gaps between business management, information security 
management and ICT product security practices. If appropriate security 
metrics can be to offer a quantitative and objective basis for security 
assurance, it would be easier to make business and engineering decisions 
concerning information security. We believe that being able to express a 
high-level taxonomy of security metrics will help the actual process of 
developing feasible composite metrics even for complex situations. A well-
defined taxonomy can be used to enhance the composition of feasible 
security metrics all the way from business management to the lowest level 
of technical detail. Information security management, business management 
and, on the other hand, software security and network security engineering 
have been handled as separate areas. Common metrics approaches can be 
used to bridge the gaps in between.  
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A NOVEL SECURITY METRICS TAXONOMY 

FOR R&D ORGANISATIONS 

1 INTRODUCTION 
The field of defining security metrics systematically is young and the 
current practice of information security is still a highly diverse field, and 
holistic and widely accepted approaches are still missing. In order to make 
advances in the field of measuring, assessing or assuring security, the 
current state of the art should be investigated and structured in a clear way.  

The main contribution of this study is an initial proposal for a security 
metrics taxonomy for the ICT product Research and Development (R&D), 
supported with a literature survey of the current state of the art in industry 
strength and academic approaches to measuring security. Section 2 
discusses the characteristics of security metrics and Section 3 proposes a 
taxonomy for security metrics, and finally, Section 4 gives conclusions. 

 

2 CHARACTERISTICS OF SECURITY METRICS 
It is helpful to notice the difference between metrics and measurements. 
Measurements provide single-point-in-time views of specific, discrete 
factors, while metrics are derived by comparing two or more measurements 
taken over time with a predetermined baseline [25]. Furthermore, according 
to Alger [1], measurements are generated by counting, whereas metrics are 
generated from analysis. According to Jelen [25], a good metric is Specific, 
Measurable, Attainable, Repeatable and Time-dependent (“SMART”). 
Payne [31] remarks that truly useful security metrics indicate the degree to 
which security goals, such as data confidentiality, are being met. Security 
metrics are used for decision support and very often these decisions are 
actually risk management decisions – aiming at mitigating, cancelling or 
neglecting security risks. Consequently, many metrics that might be useful 
for different purposes will be associated with risk analysis in a direct or 
indirect way. Security metrics and measurements can be used for decision 
support, especially in assessment and prediction. When using metrics for 
prediction, mathematical models and algorithms are applied to the collection 
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of measured data (e.g. regression analysis) to predict the security behaviour 
of an organization, a process or a product in the future. It is important to 
clearly know the entity that is the target of measurement because otherwise 
the actual metrics might not be meaningful. FIPS Publication 199 [11] 
presents a mechanism for investigating confidentiality, integrity and 
availability separately, emphasizing the potential impact assessment. In 
general, the security measurements can be based on the above-mentioned 
widely known objectives, augmented with some objectives such as non-
repudiation, depending on the needs of situation. 

Security and trust metrics can be obtained at different levels within an 
organization or a technical system. Detailed metrics can be aggregated and 
rolled up to progressively higher levels. As Yee [46] states, a multi-faceted 
or multi-dimensional security measure is needed. Security metrics properties 
can be quantitative or qualitative, objective or subjective, static or dynamic, 
absolute or relative, or direct or indirect. According to ISO 9126 standard 
[18], a direct measure is a measure of an attribute that does not depend upon 
a measure of any other attribute. On the other hand, an indirect measure is 
derived from measures of one or more other attributes. 

2.1 On the Feasibility of Measuring Security 
The feasibility of measuring security and developing security metrics to 
present actual security phenomena has been criticized in many 
contributions. In designing a security metric, one has to be conscious of the 
fact that the metric simplifies a complex socio-technical situation down to 
numbers or partial orders. McHugh [28] and McCallam [27] are skeptical of 
the side effects of such simplification and the lack of scientific proof. 
Bellovin [5] remarks that defining metrics is hard, if not infeasible, because 
an attacker’s effort is often linear, even in cases where exponential security 
work is needed. Another source of challenges is that luck plays a major role 
[9] especially in the weakest links of information security solutions. 
Security metrics are difficult because the discipline of measuring security 
itself is still in the early stages of development. As yet, there is no common 
vocabulary and few documented best practices to follow. Those pursuing 
the development of a security metrics program should think of themselves 
as pioneers and be prepared to adjust strategies as experience dictates [31]. 
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2.2 Related Work: Earlier Security Metrics Taxonomies 
The WISSSR workshop [13] did not propose any specific security metric 
taxonomy. Instead, the workshop was intuitively organized into three tracks: 
technical, operational and organizational. Technical metrics are “used to 
describe, and hence compare, technical objects, e.g., algorithms, 
specifications, architectures and alternative designs, products, and as-
implemented systems”. Operational metrics are “used to describe, and hence 
manage the risks to, operational environments.” Organizational metrics are 
“used to describe, and to track the effectiveness of, organizational programs 
and processes.” In general, there would seem to be an intuitive 
understanding among the workshop participants that these three tracks 
would provide a useful basis for a taxonomy of security metrics [36].  

Vaughn et al. [44] propose a taxonomy for information assurance 
metrics consisting of two distinct categories: (i) organizational security 
metrics and (ii) metrics for Technical Target of Assessment (TTOA). As 
Seddigh et al. [35] conclude, this taxonomy is a valuable contribution, but 
further work is required to make it applicable to an IT organization. 

The U.S. National Institute of Information Standards and Technology 
(NIST) presents its security metrics taxonomy in NIST Special Publication 
800-26 [38] and 800-55 [39]. The taxonomy is comprehensive, presenting 
three categories (management, technical, and operational) and 17 sub-
categories. This taxonomy has been written from the point of view of an 
organization, and technical metrics category assesses the level of technical 
security controls in the organization rather than the technical security level 
of specific products, as does TTOA in Vaughn et al.’s taxonomy. 

Seddigh et al. introduce an information assurance metrics taxonomy 
for IT Network assessment in [36]. Their taxonomy has three categories – 
security, Quality of Service (QoS) and availability – based on their novel 
definition of information assurance. Under each of these three they consider 
technical, organizational and operational metrics.  

The Institute for Information Infrastructure Protection (I3P) [14] is 
also carrying out work on creating a taxonomy for security metrics from the 
process control systems perspective. Stoddard et al., in [37], propose an 
initial security metrics taxonomy for process control systems based on the 
WISSSR workshop taxonomy and ISO/IEC 17799 [23] and ANSI/ISA-
TR99.00.01-2004 [2] standards.  
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3 PROPOSED SECURITY METRICS TAXONOMY 
The most direct factor contributing to the quality of the taxonomy is the 
quality of the corpus or source material [45]. As a source material, we 
present a survey of security metrics in this study. 

3.1 Business Level Security Metrics 
The highest category (root node) of our taxonomy is the security metrics for 
business management (Fig. 1). Business goals steer the security and trust 
management work and, accordingly, security and trust metrics should be 
defined in such a way that they are aligned to the business goals of a 
company or a collaborating value net of businesses. One way of establishing 
an overall metrics process is to begin with the business goals and 
demonstrate the alignment of lower level security management objectives 
within that context. Note that in any organisation, e.g. a government 
organization, “business goals” can be replaced by major goals that are 
specific to that organization (e.g. defined by legislation). 

 

Figure 1. Business-level security metrics 

Security ROI (Return On Investment) is quickly gaining popularity 
because it is a simple metric. Security ROI is defined by Blakley [7] as the 
amount of this annual benefit over its cost. Trust management is a relatively 
new research field that aims at understanding, modelling and controlling 
trust phenomena. Trust evaluation functions, such as Toivonen et al.’s work 
[40] have been defined to set a basis for trust quantification. Basili’s [4] 
Goal/Question/Metric (GQM) approach can be used for establishing a 
metrics process (or program), beginning with the business goals. Note that 
regardless of the methodology used, developing business-relevant metrics 
needs commitment from the business management. 
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3.2 Metrics for Information Security Management in Organisation 
Fig. 2 shows the taxonomy of the security metrics for information security 
management in the organization. In principal, we here follow the taxonomy 
definitions of [38] and [36].  

 

Figure 2. Metrics for ISM 

These security metrics support evaluation of the security controls, 
plans and policies, as well as certification and accreditation activities. 
Human resource assessment is typically concentrated on training and 
security awareness polls, and evaluation of the human resource assignments 
[33]. Operational metrics address the susceptibility and effectiveness of 
operational security practices (or controls) [36]. They typically concentrate 
on incident response, the archiving process and the maintenance process of 
SW, HW and networking equipment. Furthermore, security documentation, 
data integrity and contingency planning are evaluated [36]. 

Technical SDT (Security, Dependability and Trust) metrics can be a 
subset or an instance of the SDT metrics for product life cycle management. 
NIST SP 800-26 [38] gives guidelines on security self-assessment of 
information technology systems based on the U.S. Federal IT Security 
Assessment Framework. NIST SP 800-53A [32] represents assessment 
methods and procedures for a minimum level due diligence for 
organizations assessing the security controls in their information systems. 
NIST SP 800-55 [39] provides guidance on how an organization, by using 
metrics, identifies the adequacy of in-place security controls, policies, and 
procedures. An example of an implementation metric is percentage of NIST 
SP 800-53A control families for which policies exist. Effectiveness and 
efficiency metrics are used to monitor the results of security control 
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implementation for a single control or across multiple controls. For 
example, percentage of security incidents caused by improperly configured 
access controls relies on information from or about several controls. NIST 
SP 80-100 [8], the information security guide for managers, contains a 
section on security measurements. The Federal Information Processing 
Standards (FIPS) Publication 199 [11] establishes security categories for 
both information and information systems. According to [11], the potential 
impact can be classified as low, moderate or high. According to Lennon of 
NIST [26], “the universe of possible metrics, based on existing policies and 
procedures, will be quite large. Metrics must be prioritized.”  

The Information Security Forum (ISF) [15] is a member-driven non-
profit forum that has established the “Standard of Good Practice” (SOGP) 
[16] and the accompanying “Information Security Status Survey”. The 
survey measures compliance with SOGP and ISO/IEC 17799. ISF offers a 
benchmark comparison to the members on the total or by business sector. 
ISF has also developed a simpler metric called “Security Health Check”.  

3.3 Security Metrics for ICT Products, Systems and Services 
Probably the most challenging category of our taxonomy is the security, 
trust and dependability metrics for products, systems and services, see Fig. 
3. For the basic concepts and taxonomy of dependable and secure 
computing, see the study by Avižienis et al. [3]. 

 

Figure 3. SDT metrics for products, systems and services 
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During the Conceive phase, the security requirements define the basis 
for measuring security later by comparing the requirements and actual 
design or system [34]. The Design phase incorporates activities such as 
architectural and lower-level design, testing, analysis and validation. As an 
example of product life-cycle security metrics, Systems Security 
Engineering Capability Maturity Model (SSE-CMM) ISO/IEC standard 
21827 [24] contains security metrics for maturity assessment of the security 
level of security engineering processes and results of them. The resulting 
standards are the basis of evaluations by neutral third parties besides 
manufacturers and procurers. The most widely known of such efforts is the 
Common Criteria (CC) ISO/IEC 15408 international standard [22]. The CC 
standard is based on a combination of several other standards for 
information security, including TCSEC (Trusted Computer System 
Evaluation Criteria) [41], ITSEC (Information Technology Security 
Evaluation Criteria) [17], CTCPEC (Canadian Trusted Computer Product 
Evaluation Criteria) [10] and FC (Federal Criteria for Information 
Technology Security) [43]. Interpretations of the TCSEC have been 
published to apply them to other contexts such as the TNI (Trusted Network 
Interpretation of the TCSEC) [42]. The ISO/IEC technical report ISO/IEC 
9126-1 [18] defines a quality model for software, and reports ISO/IEC 
9126-2 [19], ISO/IEC 9126-3 [20] and ISO/IEC 9126-4 [21] provide a 
suggested set of software quality metrics for external, internal and “quality 
in use” metrics respectively. The particular benefit of this series of reports 
lies in the overall quality of products – not especially in security. 

By “technical security solution” we mean the actual constructs of the 
system. SDT metrics for system-level technical security solution can be 
detailed into respective design-level metrics emphasizing either (i) SW/HW 
platform security, (ii) application security or (iii) network security. Design-
level security engineering metrics can be detailed into appropriate 
implementation-level metrics, mainly representing vulnerability metrics. 
According to CVSS (Common Vulnerability Scoring System), a 
vulnerability is defined as a bug, flaw, behaviour, output, outcome or event 
within an application, system, device, or service that could lead to an 
implicit or explicit failure of confidentiality, integrity or availability [35]. 
The Forum of Incident Response and Security Teams (FIRST) acts as the 
custodian of CVSS [12]. NIST’s Software Assurance Metrics and Tool 
Evaluation (SAMATE) project [6] seeks to help answer various questions 
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on software assurance, tools and metrics. The metrics work being carried 
out in SAMATE is concentrating on metrics and measures for the software 
itself and SSA (Software Security Assurance) tools. OWASP (Open Web 
Application Security Project) [30] is an active discussion and development 
forum on security metrics. MITRE provides standardized languages as a 
means for accurately communicating the information and encouraging the 
sharing of the information with users by developing repositories [29]. 

4 CONCLUSIONS 
 “Measuring security” – obtaining enough evidence to be able to make 
informed decisions on information security issues – is one of the major 
challenges in information security. Security metrics is an emerging research 
area rapidly gaining momentum. Unless we are able to measure security 
phenomena on an adequate level, there will be no advancing leaps in the 
actual information security field. In this study, we have proposed a high-
level taxonomy for security metrics, especially intended for the metrics 
development for industrial companies producing ICT products. The results 
of this study can be utilized in the future efforts to form a unified 
hierarchical security metrics system for ICT industry. 
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ABSTRACT

The importance of educating organizational end users about their roles and
responsibilities towards information security is widely acknowledged. How-
ever, many current user education programs have been created by security
professionals who do not necessarily have an educational background. The
nature of such programs is thus not always properly understood. This lack of
understanding could result in the ineffectiveness of security guidelines or pro-
grams in practice. This paper attempts to provide additional understanding
of these programs through an examination of the revised version of Bloom’s
taxonomy. The paper show how this taxonomy could be applied to informa-
tion security education.
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BLOOM’S TAXONOMY FOR INFORMATION

SECURITY EDUCATION

1 INTRODUCTION

In recent years information technology has become such an intrinsic part
of modern business that some authors no longer see the use of information
technology as a strategic benefit. Instead, it can be argued that information
technology is a basic commodity, similar to electricity, and that the lack of
this commodity makes it impossible to conduct business (Carr, 2003). It
is therefor vital for organizations to ensure that they have continuous access
to this valuable commodity. The process of ensuring this continuous access
is known as information security.

Humans, at various levels in the organization, play a vital role in the
processes that secures organizational information resources. Many of the
problems experienced in information security can be directly contributed
to the humans involved in the process. Employees, either intentionally or
through negligence, often due to a lack of knowledge, can be seen as the
greatest threat to information security (Mitnick & Simon, 2002, p. 3). It is
thus imperative for organizations that are serious about the protection of its
information resources to be serious about the education of its employees. The
aim of corporate information security education should be to ensure that each
and every employee in the organization knows his/her responsibility towards
information security.

This need to educate organizational users about their roles and responsi-
bilities towards information security is in fact a well established idea. Most
major information security standards address this need in some form. For
example, the ISO/IEC standard 13335-1 states that organizations cannot
protect the integrity, confidentiality, and availability of information in to-
day’s highly networked systems environment without ensuring that each
person involved shares the security vision of the organization, understands
his/her roles and responsibilities, and is adequately trained to perform them
(ISO/IEC TR 13335-1, 2004, p. 14). In order to assist in ensuring informa-
tion security, individual users thus needs knowledge regarding their specific
role in the security process. This knowledge can be provided via education,
training and awareness campaigns.

Most current information security educational programs are constructed

1
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by information security specialists who do not necessarily have a strong ed-
ucational background. Puhakainen (2006, pp. 33-56) reviews 59 current
approaches to security awareness, most of which are not based on pedagog-
ical theories. Puhakainen (2006, p. 56) also argues that there is a need for
theory-based security approaches. These approaches should also be practi-
cally effective. The nature of security educational or awareness issues are
often not understood, which could lead to programs and guidelines that are
ineffective in practice (Siponen, 2000). A formally trained educationalist
might, for example, raise the question whether or not knowledge is in fact
enough. In Bloom’s taxonomy, which is a well know and widely accepted
pedagogical taxonomy, knowledge only comprises the very first, and lowest,
level of education (Sousa, 2006, pp. 248-255). One could argue that this
level of comprehension is in fact not adequate for most humans who play a
role in the information security process. Similarly, the traditional approach
of classifying the requisite information security educational needs as a con-
tinuum consisting of either awareness, training or education, might also be
too simplistic.

This paper will attempt to provide a more pedagogically sound interpre-
tation of the educational needs of humans involved in information security
processes, based on their respective roles and responsibilities towards secu-
rity, through the incorporation of Bloom’s revised taxonomy (Anderson et
al., 2001) as a pedagogical framework.

2 RESEARCH PARADIGM AND RATIONALE

The work in this paper is based on qualitative, or phenomenological-, research
methods, as described in Creswell (1998). This paper should thus be seen as
”an inquiry process of understanding based on distinct methodological tradi-
tions of inquiry that explore a social or human problem” (Creswell, 1998, p.
15). The research presented here does not attempt to define new knowledge,
but rather to provide a more formalized understanding of information secu-
rity awareness, training and education. As far as could be determined, the
application of Bloom’s Taxonomy, both the original and the revised versions,
specifically to information security education has never been published be-
fore. It is the authors’ belief that the use of this taxonomy could improve the
understanding of the pedagogical issues that should be considered in any
educational program, amongst information security specialists.

2
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Since education, as a field of study, is normally seen as a ””human sci-
ence” it was deemed fitting to also ”borrow” the research paradigm used
in this paper from the humanities. Most current work dealing with infor-
mation security education see this education as a continuum consisting of
three main levels, namely; awareness, training and education (Schlienger &
Teufel, 2003),(Van Niekerk & Von Solms, 2004),(NIST 800-16, 1998, pp. 15-
17). This continuum is used by many information security specialists when
constructing information security educational campaigns. These specialists
may not necessarily be educationalists. In order to ensure a rigorous research
approach, this paper will thus revisit even concepts with a seemingly obvi-
ous meaning. The description and discussion of these concepts is deemed
necessary because there might exist differences between the ontologies com-
monly adhered to by information security specialists and researchers from
the educational sciences. The primary purpose of this paper is to encourage
information security specialists to ”borrow” from the humanities when en-
gaged in activities that deals with humans. It can be argued that for most
security education programs more knowledge of the underlying theoretical
background can help both practitioners and scholars to understand why a
particular information security awareness approach is expected to have the
desired impact on users security behavior (Puhakainen, 2006, p. 139). It is
believed that adherence to sound pedagogical principles when constructing
information security educational campaigns, could improve the efficiency of
such campaigns.

3 AWARENESS, TRAINING AND EDUCATION

As mentioned earlier, most current work dealing with information security
education see this education as a learning continuum that ”starts with aware-
ness, builds to training, and evolves into education” (NIST 800-50, 2003, p.
7). NIST 800-16 (1998, pp. 15-17) provides more detail on the various levels
of this continuum and describes these levels as follow:

• Awareness: The main purpose of awareness campaigns is to make em-
ployees ”aware” of information security. In other words, these cam-
paigns focus attention on security. This is normally done using tech-
niques that can reach broad audiences. Awareness campaigns are gen-
erally aimed at all employees in the organization and aims to equip
employees with enough knowledge to enable them to recognize poten-

3
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tial security threats. Awareness is not training.

• Training: Training is more formal than awareness and have the goal of
building employee knowledge and skills to facilitate the secure perfor-
mance of the employee’s normal tasks. Training strives to produce se-
curity skills and competencies that are relevant to the specific employee
and needed in the performance of the employee’s duties. ”The most
significant difference between training and awareness is that training
seeks to teach skills that allow a person to perform a specific function,
while awareness seeks to focus an individuals attention on an issue or
set of issues.”

• Education: ”The Education level integrates all of the security skills and
competencies of the various functional specialties into a common body
of knowledge, adds a multi-disciplinary study of concepts, issues, and
principles (technological and social), and strives to produce IT security
specialists and professionals capable of vision and pro-active response.”

In the current information society, educational or awareness issues affect
almost all organizations. Despite this fact the nature of these programs are
still not well understood and this often leads to ineffective security guide-
lines or programs (Siponen, 2000). Many organizations have some form of
awareness program but often do not augment these with supporting training
and/or education programs. The terms awareness and education are also
often used interchangeably. It is not uncommon to hear security special-
ists talk about ”awareness campaigns”, when the campaigns actually focus
on the training or education levels of the continuum. The purpose of these
campaigns is often listed as instilling security knowledge, or fostering a cul-

ture of information security amongst organizational end-users (Van Niekerk
& Von Solms, 2006). As mentioned earlier, the term knowledge only de-
scribe the lowest level of Bloom’s taxonomy of the cognitive domain. From
an educational viewpoint one could thus argue that the terminology used
lacks rigor. This lack of rigor could contribute to the fact that the nature
of awareness and educational issues is often misunderstood. One model that
could possibly provide such rigor is Bloom’s taxonomy.

4
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4 BLOOM’S TAXONOMY OF THE COGNITIVE DOMAIN

Bloom’s taxonomy is possibly one of the best known and most widely used
models of human cognitive processes. Bloom’s model was originally devel-
oped in the 1950’s and remained in use more or less unchanged until fairly
recently (Sousa, 2006, p. 249). A revised version of the taxonomy was pub-
lished in Anderson et al. (2001). This revised taxonomy has become accepted
as more appropriate in terms of current educational thinking (Sousa, 2006,
pp. 249-260). Both versions of Bloom’s taxonomy consist of six levels which
increases in complexity as the learner moves up through these levels. Figure
1 shows both versions of this taxonomy.
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Figure 1: Blooms Taxonomy, Original and Revised (Adapted from Sousa
(2006) pp. 249-250)

There are two main differences between the original and the revised ver-
sions of the taxonomy. Firstly, the revised version uses descriptive verbs for
each level that more accurately describes the intended meaning of each level.
Secondly, the revised version has swapped the last two levels of the origi-
nal version around. This was done because recent studies have suggested
that generating, planning, and producing an original ”product” demands
more complex thinking than making judgements based on accepted criteria
(Sousa, 2006, p. 250). The hierarchy of complexity in the revised taxonomy
is also less rigid than in the original in that it recognizes that an individual
may move among the levels during extended cognitive processes. This pa-
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per will focus on the revised version of the taxonomy. Wherever this paper
mentions Bloom’s taxonomy, it should be assumed that the revised version
is intended, unless otherwise stated. The following is a brief explanation of
each of the six levels of this revised taxonomy (Sousa, 2006, pp. 250-252):

• Remember: Remember refers to the rote recall and recognition of previ-
ously learned facts. This level represents the lowest level of learning in
the cognitive domain because there is no presumption that the learner
understands what is being recalled.

• Understand: This level describes the ability to ”make sense” of the
material. In this case the learning goes beyond rote recall. If a learner
understands material it becomes available to that learner for future use
in problem solving and decision making.

• Apply: The third level builds on the second one by adding the ability
to use learned materials in new situations with a minimum of direction.
This includes the application of rules, concepts, methods and theories
to solve problems within the given domain. This level combines the
activation of procedural memory and convergent thinking to correctly
select and apply knowledge to a completely new task. Practice is es-
sential in order to achieve this level of learning.

• Analyze: This is the ability to break up complex concepts into simpler
component parts in order to better understand its structure. Analysis
skills includes the ability to recognize underlying parts of a complex
system and examining the relationships between these parts and the
whole. This stage is considered more complex than the third because
the learner has to be aware of the thought process in use and must
understand both the content and the structure of material.

• Evaluate: Evaluation deals with the ability to judge the value of some-
thing based on specified criteria and standards. These criteria and/or
standards might be determined by the learner or might be given to the
learner. This is a high level of cognition because it requires elements
from several other levels to be used in conjunction with conscious judge-
ment based on definite criteria. To attain this level a learner needs to
consolidate their thinking and should also be more receptive to alter-
native points of view.
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• Create: This is the highest level in the taxonomy and refers to the
ability to put various parts together in order to formulate an idea or
plan that is new to the learner. This level stresses creativity and the
ability to form new patterns or structures by using divergent thinking
processes.

Educational taxonomies, such as Bloom’s taxonomy, are useful tools in
developing learning objectives and assessing learner attainment (Fuller et al.,
2007). All well known educational taxonomies are generic. These taxonomies
rely on the assumption that the hierarchy of learning outcomes apply to
all disciplines (Fuller et al., 2007). Bloom’s taxonomy would thus apply
equally to a more traditional ”subject”, such as zoology, as to organizational
information security education.

5 BLOOM’S TAXONOMY FOR INFORMATION SECURITY

EDUCATION

Learning taxonomies assist the educationalist to describe and categorize the
stages in cognitive, affective and other dimensions, in which an individual
operates as part of the learning process. In simpler terms one could say that
learning taxonomies help us to ”understand about understanding” (Fuller
et al., 2007). It is this level of meta-cognition that is often missing in in-
formation security education. According to Siponen (2000) awareness and
educational campaigns can be broadly described by two categories, namely
framework and content. The framework category contains issues that can be
approached in a structural and quantitative manner. These issues constitute
the more explicit knowledge. The second category, however, includes more
tacit knowledge of an interdisciplinary nature. Shortcomings in this second
area usually invalidate awareness frameworks (Siponen, 2000). How to really
motivate users to adhere to security guidelines, for example, is an issue that
would form part of this content category.

It has been shown that even in cases where users have ”knowledge” of a
specific security policy, they might still willfully ignore this policy because
they do not understand why this policy is needed (Schlienger & Teufel, 2003).
Answering the question ”why” not only increase insight but also increases
motivation (Siponen, 2000). Simply informing employees that ”this is our
policy”, or ”you just have to do it”, which is often the traditional approach, is
not likely to increase motivation or attitudes (Siponen, 2000). Learning is a

7
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willful, active, conscious, and constructive activity guided by intentions and
reflections (Garde et al., 2007). According to most constructivist learning
theories, learning should be learner-centered (Garde et al., 2007). In an
organizational information security educational campaign, the learners must

include each and every employee. It is also important to realize that the
campaign has to be successful for each and every learner (Van Niekerk
& Von Solms, 2004).

In order to ensure successful learning amongst all employees, it is ex-
tremely important to fully understand the educational needs of individual
employees. According to Roper, Grau, and Fischer (2005, pp. 27-36) man-
agers often attempt to address the security education needs of employees
without adequately studying and understanding the underlying factors that
contribute to those needs. It has been argued before that educational ma-
terial should ideally be tailored to the learning needs and learning styles of
individual learners (Van Niekerk & Von Solms, 2004)(NIST 800-16, 1998,
p. 19). One could also argue that awareness campaigns that have not been
tailored to the specific needs of an individual, or the needs of a specific

target audience, will be ineffective. It is in the understanding of these
needs, that a learning taxonomy can play an important enabling role.

Information security specialists should use a taxonomy, like Bloom’s tax-
onomy, before compiling the content category of the educational campaign.
The use of such a taxonomy could help to understand the learning needs of
the target audience better. It could also reduce the tendency to focus only on
the framework category of these campaigns. For example, simply teaching
an individual what a password is, would lie on the remember, and possibly
understand level(s) of Bloom’s taxonomy. However, the necessary informa-
tion to understand why their own passwords is also important and should
also be properly constructed and guarded might lie as high as the evaluate
level of the taxonomy. An information security specialist might think that
teaching the users what a password is, is enough, but research have shown
that understanding why is essential to obtaining buy-in from employees. It is
this level of understanding that acts as a motivating factor and thus enables
behaviour change (Siponen, 2000)(Schlienger & Teufel, 2003)(Van Niekerk &
Von Solms, 2004)(Roper et al., 2005, pp. 78-79).

The use of an educational taxonomy in the construction of information
security educational programs requires that both the content and the assess-
ment criteria for this program is evaluated against the taxonomy in order
to ensure that learning takes place at the correct level of the cognitive do-

8
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Level Terms Sample Activities

Create imagine Pretend you are an information security officer for a large

firm. Write a report about a recent security incident.

compose Rewrite a given incident report as a news story.

design Write a new policy item to prevent users from putting

sensitive information on mobile devices.

infer Formulate a theory to explain why employees still write

down their passwords.

Evaluate appraise Which of the following policy items would be more

appropriate. Why?

assess Is it fair for a company to insist that employees never use

their work email for personal matters? Why or Why not?

judge Which of the security standards you have studied is more

appropriate for use in the South African context?

Defend your answer.

critique Critique these two security products and explain why you

would recommend one over the other to a customer.

Analyze analyze Which of the following security incidents are more likely?

contrast Compare and contrast the security needs of banking

institutions to those of manufacturing concerns.

distinguish Sort these security controls according to the high level

policies that they address.

deduce Which of these procedures could derive from the given

policy.

Apply practice Use these mnemonic techniques to create and recall

a secure password.

calculate Calculate how secure the following password is.

apply Think of three things that could go wrong should your

password be compromised.

execute Use the given tool to encrypt the following message.

Understand summarize Summarize the given security policy in your own words

discuss Why should non alpha-numeric characters be used in a

password?

explain Explain how symmetric encryption works.

outline Outline your own responsibilities with regards to the

security of customer account information.

Remember define What is the definition of a security incident?

label Label each of the threats in the given picture.

recall What is social engineering?

recognize Which of the pictures shows someone ”shoulder surfing”?

Table 1: Bloom’s Taxonomy for Information Security adapted from Anderson
et al., 2001

9
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main. The reference point for any educational program should be a set of
clearly articulated ”performance objectives” that have been developed based
on an assessment of the target audience’s needs and requirements (Roper et
al., 2005, p. 96). Correct usage of an educational taxonomy not only helps
to articulate such performance objectives but, more importantly, helps the
educator to correctly gauge the needs and requirements of the audience. An
example of how Bloom’s revised taxonomy could be used in an information
security context is supplied in Table 1. This example is not intended to be
a definitive work, but rather to serve as an example or starting point for
information security practitioners who want to use Bloom’s taxonomy when
constructing awareness and educational campaigns. It should however be
clear that this taxonomy could easily be used to categorize most, if not all,
information security educational needs effectively. Once categorized accord-
ing to a taxonomy like Bloom’s taxonomy, it should also be easier to find
related information regarding pedagogical methods suitable to assist learners
in attaining the desired level of cognitive understanding.

6 CONCLUSION

This paper suggested that information security educational programs would
be more effective if they adhered to pedagogical principles. It was specifi-
cally suggested that the common categorization of security educational needs
into the broad categories of awareness, training, and education, is not ideal.
Instead an educational taxonomy, like Bloom’s taxonomy should be used
to accurately define the security education needs of organizational users.
Through the use of such a taxonomy certain common weaknesses in current
security awareness and educational programs might be addressed.

An example of how Bloom’s taxonomy might be applied to information
security concepts was provided. The primary weakness of this paper is the
lack of empirical evidence to support the suggested use of Bloom’s taxonomy.
Future research in this regard should therefor focus on addressing this weak-
ness. It has been argued before that security practitioners who engage in
research or activities that relate to the human sciences should not re-invent
the wheel, but should rather ”borrow” from the humanities when appropri-
ate. This paper is one such an attempt, to ”borrow” from the humanities.

10
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ABSTRACT 

Information warfare has surfaced as an emerging concept that affects not 
only military institutions but ordinary organisations as well. Information 
warfare in itself consists of various components ranging from its electronic 
and psychological aspects to its network enabled capabilities and 
functionality (network warfare). Various computer and information security 
practices form part of network warfare techniques. Whilst various 
information and security practices are well-known and applied by many, 
there is a need for a more structured approach to understanding the various 
techniques required for a network warfare capability. 

A conceptual framework describing the most important network 
warfare techniques and considerations is proposed. This paper addresses the 
requirements for a network warfare capability and will look at the high-level 
approach, constraints, focus areas, levels, techniques and objectives. The 
framework therefore intends to present a more conceptual and structural 
examination of network warfare requirements and techniques. It should 
therefore provide a good baseline when establishing the capability or 
determining the practical consequences in any sector.  

KEY WORDS 

Information warfare, network warfare, framework, capability  
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TOWARDS A FRAMEWORK FOR A NETWORK 

WARFARE CAPABILITY 

1 INTRODUCTION 
As the world has moved into the Information Age, there is an increased 
need for the protection of the precious commodity information. The new 
emphasis is on Information warfare which is a modern type of conflict in 
which groups try to secure their own resources and thus prevent adversaries 
from denying and exploiting their information which would otherwise 
minimise capabilities. Information warfare refers to actions taken by the 
opposition to abuse information processing functionality to their benefit. 
Information warfare at its simplest level is the use of computers to attack an 
adversary’s information infrastructure while protecting one’s own 
information infrastructure [1]. 

Due to the increased use of computers and the connectivity afforded 
by networks, information can easily be stored and transported. The need 
also rises to properly protect these resources. Many users make use of global 
network connections to communicate and exchange information. However, 
there also exists the underworld community of hackers and abusers who 
seek to damage, destroy and deny access to information.  

Networks have now become the battleground for various forms of 
attacks as vicious users attempt to deny and exploit networked resources. 
Network warfare is thus a form of information warfare in which the 
connectivity afforded by networks is utilised to carry out exploits on 
information. “The term netwar refers to an emerging mode of conflict (and 
crime) at societal levels, short of traditional military warfare, in which the 
protagonists use network forms of organisation and related doctrines, 
strategies and technologies attuned to the information age.” 

Network warfare is thus not only a military strategy but also 
application to the ordinary user domain as personal attacks and corporation 
exploitations are commonplace. Hacking attempts and the release of 
malware affect the average consumer and now ordinary users have become 
targets for netwar personal and social modes of attack. Protective software, 
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like anti-virus and firewalls all try to protect the corruption of information 
across networks. Thus, it can be seen that netwar is relevant to all users of 
computers and the Internet due to the large number of exploits and defense 
mechanisms in place.  

 Network warfare can be seen to encompass various computer and 
information security principles and techniques. Most computer and 
information security plans focus on the various security technologies that 
should be implemented. Whilst these techniques would fit into a network 
warfare capability plan, other aspects covering the objectives and other 
strategic factors of netwar have not been fully explored. Further 
investigation into the requirements and objectives of network warfare is 
necessary to understand the form of conflict that is being played out across 
the global community.  

A key objective of a netwar capability will be protection and 
preservation of integrity of information.  Previous research into a scheme of 
transferring data has been carried out to demonstrate the objective of 
protecting data and thus creating a stealthy means of transportation. The 
proof-of concept is explored in [2] and [3]. However, it has been identified 
that a framework of the high-level area of network warfare would be useful 
in identifying further requirements, objectives and influential 
considerations. Such a framework has been proposed in this paper. 

This paper addresses the requirements for a network warfare 
capability and will look at the high-level approach, functional activities, 
constraints, capability requirements and objectives. The framework 
therefore intends to present a more conceptual and structural examination of 
network warfare requirements and techniques. It should therefore provide a 
good baseline when establishing the capability and determining the practical 
consequences in any sector. 

The remainder of this paper is structured as follows; the background 
section provides an introduction topic of network warfare as a component of 
information warfare. Section 3 describes the need for understanding 
network warfare. Thereafter, the framework is introduced in section 4. The 
framework is further explored in Section5, before the conclusion is given in 
Section 6. 
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2 BACKGROUND 
This section contains a brief introduction to network warfare as a facet of 
information warfare. We merely wish to provide the context of the concepts 
of network warfare and thus elaborate on the initial purpose of this paper.  
More detailed overviews can be found in other literature [[4],[5] and[6]]. 

Information warfare consist of  the activities carried out in various 
domains (social, personal political and the military) that seeks to destroy, 
damage or deny information resources as well as the various defensive 
measures that are employed to prevent such attacks. Simply put, information 
warfare implies a range of measures or “actions intended to protect, exploit, 
corrupt, deny, or destroy information or information resources in order to 
achieve a significant advantage, objective, or victory over an adversary” 
(Alger, 1996, p. 12).[7].  

The exploitation of information can have various consequences 
ranging from the psychological ramifications to the impact on control and 
management processes and the economic effects. The findings of the United 
States Air Force Armstrong Laboratory show that information warfare has 
the following unfolding types: command and control warfare, intelligence 
warfare, electronic warfare, psychological warfare, hacker warfare, 
economic information warfare and cyberwarfare [6]. Dai further argues that 
information warfare is composed of six ‘forms’: operational security, 
military deception, physcological war, electronic war (EW), computer 
network war and physical destruction [[8] in [9]]. Thus it can be seen that 
computers, networks, hacking and cyberspace have an active role to play in 
information warfare. Network warfare can be seen to encompass the various 
previously categorised computer and security related warfare concepts into a 
single branch that deals with information security at a computer and 
network level. Furthermore network warfare is not simply about the 
technological solutions that can be used to wage or defend against attacks. 
Network warfare also entails the high-level approach, strategy and plans to 
best protect, recover or attack if necessary. The term netwar connotes that 
the information revolution is as much about organisational design as about 
technological prowess and that this revolution favours whoever masters the 
network form [10].  
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Network warfare relates to the various types of network crime that 
takes place on computers and through networks and cyberspace to the many 
defense mechanisms that are deployed to prevent attacks and thus protect 
information. Arquilla and Rondfeldt explain that “many writers enamored of 
the flashy, high-tech aspects of information revolution have often depicted 
netwar as a term for computerised aggression waged via stand-off attacks in 
cyberspace- that is, as a trendy synomyn of infowar, information operations, 
“strategic information warfare” Internet war, “hackitivism, ’cyberterrorism, 
cybotage,etc’ [4]“. In many cases ordinary users are totally unaware that 
they are being hacked through cyberspace. The motive of perpetrators is 
unknown to the beguiling user: fun, profit or challenge are possible answers. 
A worrying aspect identified by Annual Review of Institute for Information 
Studies is that “hacking for fun” is being supplanted by hacking for profit  
as freelancers, businesses, governments and intelligence agencies turn to 
computer networks to facilitate both legitimate and criminal activities [11].   
Therefore, in order to create an awareness of offensive and defensive 
approaches to network warfare, an understanding of high-level tasks and 
objectives is necessary. Users, companies and institutions need to be alerted 
of the new face of warfare that is not only being played out between military 
forces but also affects their personal and corporate activities.  

Network warfare can be seen from different approaches which are 
often difficult to distinguish between. This blurring of offense and defense 
reflects a broader feature of netwar: It tends to defy and cut across standard 
spatial boundaries, jurisdictions, and distinctions between state and society, 
public and private, war and crime, civilian and military, police and military, 
and legal and illegal [10].  Offensive and defensive methods, legal and 
civilian boundaries, geography and physical limitations are all issues that 
are to be considered against the context of netwar. Network warfare is a 
multi-faceted issue that is facing the global community due to the increased 
ease and convenience of use of various computing and networking 
technologies.  

The rest of the paper will examine the exact considerations that affect 
building a network warfare capability. The focus will turn to elaborating on 
all the key issues that could impact on a network warfare capability. 
However, first a brief motivation to understanding network warfare will be 
provided.  
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3 MOTIVATION 
Users of computers and the Internet may be unaware of the various 

exploits that are taking place across cyberspace. Awareness needs to be 
created on the ease and type of netwar techniques in the ordinary user 
domain. Examples of attacking network warfare techniques range from web 
site defacement to malware that is unleashed on the Internet. Defensive 
network warfare techniques include the use of scanners and intrusion 
detection software to detect unwarranted actions on networks.  

However, the use of various computer and security techniques does 
not fully describe the high-level objectives and considerations required to 
establish a netwar capability. “Although information warfare would be 
waged largely, but not entirely through the communication nets of a society 
or its military, it is fundamentally not about satellites, wires and computers. 
It is about influencing human beings and the decisions they make [12].  This 
highlights the need to realise that network warfare is not simply an issue of 
which technologies to deploy but has deeply embedded in its roots the 
requirement to formulate a strategy to influence the thought processes and 
thus the control and organisational structure to ensure that suitable 
management is applied and maintained.  The network warfare capability 
would be quite limited if the focus was merely placed on the technologies.  
A greater understanding of the topic from a strategic point of view is 
required. This will aim to ensure that all influential factors have been 
considered. 

 Network warfare will become increasingly important due to the 
growing dependency on computers and networks. Certain security 
precautions and measures need to be instilled to try and prevent severe 
damage (financial and reputation for example).To provide a more thorough 
understanding of network warfare, a framework, considering key issues, has 
bee proposed. It is hoped that the framework will offer a more structured 
and formal overview of the topic so as to highlight the impacting factors and 
needs.  

4 FRAMEWORK 
In this Section, the framework is introduced, which allows for exploration of 
the topic thereof. Each component of the framework will be further 
discussed.  
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The framework is given in Figure 1. It mainly consists of three 
sections, the planning considerations, the techniques and the objectives 
which will each be discussed in Sections 5, 6 and 7 consecutively.  

We consider four planning considerations: constraints/implications, 
target/focus, levels, and approach. Each planning consideration in turn 
consists of applicable sub-items. The planning considerations provide the 
context for which the network warfare techniques and objectives are trying 
to achieve. Various computer and network security techniques and 
principles are applicable to network warfare. However, a more formal and 
structured overview is shown to generate further discussion in the field. 

The network warfare techniques are essential functionality that form 
part of a network warfare capability. The framework considers two locations 
of network warfare activities: own (interior measures) and foreign (outside 
zone) systems. The techniques described are not all-inclusive but offer 
examples of the type of activities that will be performed at different sites. 
The techniques provide an overview of the classes of activities that 
contribute to a network warfare capability. 

Two categories of network warfare objectives are proposed: attacking 
(offensive) and protective (defensive). This serves to distinguish and 
classify the motives of the actors in network warfare events. An attacking 
objective implies an intention of damage, destruction or failure. A protective 
approach aims to prevent, defend and recover from harmful action.  

The contribution of the framework lies in the taxonomy of the 
techniques as well as the overview of the additional considerations. A 
discussion elaborating on the various components of the framework 
therefore follows.  
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Figure 1.  Conceptual Framework for Network Warfare 
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5 CONTRIBUTING CONDITIONS 
This Section addresses the groups of contributing conditions that affect 
network warfare. Later sections will delve into detailed aspects of network 
warfare. These conditions explain the context of network warfare. Findings 
are drawn from an overview of literature as well as practical experience that 
helped identify the different contextual paradigms of network warfare. 
These conditions present the different approaches to the topic of network 
warfare as well as influential considerations in the conceptual framework. 

5.1 Constraints and Implications 
Several factors can constrain network warfare and have associated 
consequences. These include the legal issues, ethical dilemmas, technical 
solutions, financial impact and skill/manpower investment. Logical 
constraints/implications have been grouped together in the discussion that 
follows.  

5.1.1 Legal Ethical Issues 
As network warfare becomes more malicious, legal and ethical boundaries 
can be crossed. Alger proposes network warfare can cause potentially 
serious social problems and create novel challenges for the criminal justice 
system [7]. Criminal activities should not be condoned but the underlying 
causes of crime also needs to be understood. Ethics and morals play a 
significant role in determining the personality traits of an individual. Users 
will need to balance ethical dilemmas before engaging in offensive network 
warfare. Computers and network are powerful tools and great harm can be 
caused with them. Motive, attitude, values, upbringing, experience and 
culture can all impact the approach an individual can have when using 
computer resources. Socially a culture of responsibility and accountability 
needs to be instilled to ensure that users take precaution when using 
potentially harmful tools. A moral sense needs to be developed to ensure 
that users do not engage in malicious activity. On the other hand in the 
military context, officers will need to be trained to engage in offensive 
techniques. If one considers the mindset of a terrorist, a soldier, a network 
administrator or an activist, very different judgements and behaviour will be 
found. Network warfare is thus a double-edged sword and depending on the 
context, different actions (sometimes harmful with different legal and 
ethical implications) will be deemed necessary.  
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Computers and networks afford global connectivity with the blurring 
of physical and judicial boundaries. Detection of offences and the enforcing 
of laws thus becomes complex with the application of different rules and the 
difficulty of demonstrating proof aggravating the situation. Network warfare 
actions can thus cross the legal boundaries, as users participate in various 
malicious or surveillance tasks. In the military domain, however, different 
laws may be applicable. The Geneva Convention, and its interpretations 
allow for different treatment for soldiers, who are protected under its terms, 
and spies, for whom it offers no such protection [13]. In this way, different 
legal requirements can exist in the different societal and military domains.  

5.1.2 Financial Impact 
The release of a single virus can have a serious economic impact. A survey 
by TrustSecure/ICSA Labs in 2003 determined that the remediation cost of 
the MS Blaster worm was approximately $475 000 per company [14]. The 
results of the surveyed respondents in the CSI/FBI investigation showed a 
total loss of over $52 million (in 2006) for the many exploits ranging from 
viruses, theft and misuse [15]. One need only look at these incidents and 
figures to realize that the financial implications of security exploits have a 
considerable impact on the industry. Disruption to services and loss of 
availability leads to denial of accessibility to business operations or services 
which in turn has the impact of loss of productivity and thus business and 
revenue. Restoration; reparation and protection activities require additional 
resources (tools, hardware, software, etc) and staff, which too have financial 
costs involved. The financial consequences of security exploits is one of the 
most significant issues facing businesses when drawing up their IT budgets 
and business plans as the monetary amount to be spent, has to be 
determined, as well as factoring in potential losses. The investment in 
personnel, tools and skill development plays a significant role in any budget.  

5.1.3 Technical Solution and Skill/Manpower Investment 
Closely related to the financial costs of security exploits is the investment in 
additional staff and equipment. Defence and protections systems are 
implemented by network staff. The rising number of security exploits means 
that additional controls and personnel have been dedicated to preventing, 
detecting or repairing attacks. A large number of technologies like firewalls, 
software (anti-virus, anti-spy ware, and intrusion detection), encryption, and 
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biometrics are being utilized. Security evaluation tasks like auditing, 
penetration testing and monitoring require the use of both tools and human 
interaction to make informed decisions and actions. Employees will also 
need to be trained in the use and deployment of the various technologies. As 
the number of exploits rise sharply so does the requirements for improved 
security. This will entail the increased investment in the appropriate tools, 
equipment and employees. 

5.2 Target/Focus 
Network warfare has been shown to be applicable in various domains and is 
not just limited to military-based conflict. Information warfare may very 
soon become relatively commonplace: military, corporate/economic, 
community/social, and personal [16]. Different focus areas of network 
warfare are thus evident. Molander et. al also talk of different strategic 
targets which include information and the different information 
infrastructures (military, physical, economic, political and social). Social 
wars are being waged as users maliciously try steal identities, carry out 
fraud or create disinformation on the World Wide Web. Economic attacks 
seek to blockade economic information flow and thus impact markets [6]. 
Politicians seek to maintain friendly relations with allies and protect their 
reputations. Network warfare thus stretches its reach to various targets that 
have a global impact due to the organisational, private and peace-keeping 
efforts.  

5.3 Levels 

  According to Libicki, from an operational point, systems can be attacked at 
a physical, syntactic and semantic level [5]. This in turn implies the 
existence of protective mechanisms at these levels.  At a physical level, 
network warfare refers to the destruction of equipment and resources so as 
to substantially ruin/damage information in a tangible format or to prevent a 
future reproduction of its contents. Syntactic relates to the conformity to a 
systematic and orderly arrangement [13]. This implies the disruption to the 
organisational structures, for example causing a denial of service or 
interruption in data flow. Semantic affects the meaning of what computers 
receive from elsewhere [5]. This is linked to the receipt of correct data and 
the various means in which data can be poisoned and thereafter the 
continued spread as other devices are infected. Syntactic weapons, like 
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viruses, may be used to corrupt networked systems by destroying or 
degrading code or data; semantic weapons are used to affect and exploit the 
trust users have in the information system and the network, as well as to 
affect their interpretation of the information it contains [11]. The levels 
represent an aspect of viewing the type of impact network warfare 
techniques can have.  

5.4 Approach 
A functional paradigm of defensive information warfare is best described by 
the following actions: protect, detect and react [17]. Network warfare can 
thus defensively be approached from a preventative, detective or reactive 
point of view, as well as an attacking mode when looking at the opposite 
perspective. An attacking approach will seek to wreak damage, disruption or 
interruption to the system. Protective mechanisms endeavour to 
prevent/detect misdemeanours and also formulate a means to stop or recover 
from attacks. The factors relating to the approach taken to network warfare 
represent the high-level classification of the objectives. Specific techniques 
are needed to achieve each approach and individual objectives. This will be 
discussed next.  

5.5 Techniques 
The previous section described various conditions that can contribute to 
network warfare tactics and strategies. By keeping these considerations in 
mind, an understanding into the application areas of network warfare can be 
gained.  

This section elaborates on specific techniques that can be used to carry 
out network warfare. Techniques represent the various ways and procedures 
that are followed in order to accomplish a complex task [18]. Network 
warfare is thus the complex task that can be carried out through various 
methods depending on the various contributing conditions and objectives. 
Although this section is by no means a complete listing of all possible 
network warfare techniques, it does cover a significant aspect of network 
warfare practices.   A distinction has been drawn between techniques on 
own systems and those executed on foreign systems. The division is due to 
the differing strategic goals, information gathering purposes, legal 
implications and high-level objectives. A closer examination of each 
technique indicates the underlying goal which differs for interior and 
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exterior requirements. In each case, a different objective is trying to be 
achieved. The types of objectives will be further explored in next section.  

5.5.1 Own (Interior Measures) 
Companies, individuals and institutions often implement preventative, 
detective and reactive measures on their own system to protect, alert and 
recover from attacks. The International Information Systems Security 
Certification Consortium (ISC²) is a corporation that has developed a 
security certification program for information systems security practitioners 
worldwide. According to the ISC² a number of The Certified Information 
Systems Security Professional (CISSP) certification as endorsed by ISC², 
consists of domains that make up a Common Body of Knowledge (CBK). 
The domains that make up the CBK cover security topics like: Management, 
Cryptography, Operations, Disaster Recovery, Law and Physical Security 
[19]. The breakdown of security into the various domains is indicative that 
security has a very wide range of considerations Evaluations, audits and 
verifications seek to ensure that specific standards/measures are being 
adhered to in an effort offer proactive security and thus compliance and 
certification. Vulnerability scanning and intrusion detection activities aim to 
find vulnerabilities before/whilst they are being exploited to prevent further 
damage. Penetration testing is authorised attempts to determine whether the 
security controls in a system can be bypassed or if exploitable avenues are 
present. Forensics represents a branch of computer security searching for 
evidence of wrongful actions which can be utilised to hold users 
accountable for their behaviour. Disaster recovery planning ensures that 
crucial data is backed up and that a proper command structure is followed to 
get critical systems operational again after a crisis. Access control 
(biometrics, password policies, logon, auditing, physical security) aims to 
ensure that only authorised users are allowed entry into the systems and 
networks. Encryption obscures the contents of the data to protect its 
confidentiality. Policies, procedures, operations management and training 
seek to guide users to best practices relating to computer, information and 
network security which in turn will instil awareness on the topic.  

The discussed techniques demonstrate the various means in which 
interior security measures can be implemented. Based on different 
objectives various protective, detective and reactive techniques will be used 
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to establish the capability. Measures taken on foreign systems will be 
discussed next.  

5.5.2 Foreign (Outside Zones) 
Hacking attempts are often targeted at outside systems. Motives often stem 
from profit and fun to political and military intentions. Another harmful 
netwar technique is vulnerability injections, for example exploiting a 
database query language vulnerability to insert incorrect data. Further 
malicious examples of targeting foreign systems include the development of 
malware and spyware. Security bulletins and web sites are filled with 
notifications of exploit and patch releases. More passive techniques used on 
outside systems to gain network intelligence include network surveillance 
(studying the behaviour of the enemy), services detection (to identify 
possible critical targets) and vulnerability detection (discover exploitable 
avenues).  

Various techniques have been shown to form part of a network 
warfare capability. The execution of each task thereof depends on the 
underlying objective. To provide insight into the intentions of the various 
techniques, a high-level explanation of network warfare objectives follow.  

5.6 Objectives 
The previous sections addressed factors that can influence network warfare, 
as well as various techniques that can be employed to carry out network 
warfare. This section focuses on the issues of identifying the purpose and 
reasoning behind network warfare.  

The objectives of network warfare have been divided into two 
categories: attacking (offensive) and protective (defensive). This shows two 
different mindsets: malicious versus maintaining security. As with any form 
of warfare, forces may have to attack to create advantage, as well as defend 
to prevent damage. Bhalla talks of two aspects of information warfare: 
defensive and offensive [20]. In a similar way network warfare has 
offensive components and a defensive strategy. The specific objective under 
each categorisation will be discussed next.  

5.6.1 Attacking(Offensive) 
“The objectives of information warfare can be masking or unmasking of 
facts, exploitation, deception (such as disinformation), disruption or denial 
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of service, and destruction of information [18]”. This shows that the main 
aims of an offensive network warfare strategy would be deny access to a 
service, damage/destroy information, deception/mimicry, and subversion 
(insertion of malicious data). Denial-of-service attacks try to interrupt the 
use of specific systems. Breaking into machines (physically and 
electronically) to delete/alter data are forms of information damage and 
destruction. Unauthorised modification of data affects the accuracy of its 
contents. Various malicious modes of subversion have been unleashed in 
cyberspace (worms, viruses, Trojans, malware, spyware). The attacking 
objectives described are indicative of the offensive portion of computer and 
network security and thus shows how these malicious intentions are a core 
aspect of network warfare as a whole.  

5.6.2 Protective (Defensive) 
From a protective point of view, network warfare attempts will aim to 
secure the system from attacks. It is shown that defensive objectives 
include: guarding, vulnerability identification, recovery, maintenance and 
disciplinary/legal action. Guarding the system will seek to offer protection 
and thus prevent (and detect) attacks. In a similar manner, vulnerability 
identification aims to identify possible ways of exploitation. Maintenance 
consists of ensuring that the specific technologies are performing their 
defensive roles as well instilling good practices in users so that they remain 
aware of the risks of poor security. Disciplinary/legal action ensures that 
users are held accountable for their actions. Network warfare protective 
mechanisms/techniques aim to ensure that the system is secure and try to 
guard against malicious activity.  

6 CONCLUSION 
This paper addresses network warfare as an influential consideration facing 
global users of computers, networks, the Internet and cyberspace in general. 
Network warfare forms a critical branch of Information Warfare.  The focus 
of Network Warfare lies heavily in the in the computer and network means 
through which information can be attacked and the various ways of 
protecting such resources. Various computer and network security issues 
form part of network warfare. However, other considerations too were 
shown to impact the area of network warfare. A more structured means of 
elucidating the field of network warfare was therefore required. Through an 
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analysis of the topic, it was revealed that network warfare can be executed 
through various techniques with different objectives, approaches, constraints 
and target and levels.  

This paper took a high-level look into network warfare and a proposed 
a framework. The framework aims to present a more conceptual and 
structural examination of network warfare requirements and techniques. It 
should therefore provide a good baseline when establishing the capability or 
determining the practical consequences in any sector.  

The framework proposes contributing considerations, techniques and 
objective. Four groups of contributing considerations are addressed: 
constraints/implications, target/focus, level and approach. Network warfare 
is often only linked to its military context. It has been shown that network 
warfare is applicable to many other domains, including social, political and 
economic. An investigation of computer and network technologies revealed 
a number of enabling techniques for network warfare. As network warfare 
involves a form of conflict, with any battle there exists an offensive 
component and a defensive aspect. Different offensive and defensive 
techniques were thus identified and discussed.  

Further research into understanding other areas that impact network 
warfare can be incorporated into the design of the framework. The 
framework, by itself is a good starting point for placing the concept of 
network warfare into context. It is hoped that further analysis, can provide 
the ability to extend the framework.  
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ABSTRACT 

Business continuity is defined as "The degree to which an organization may 
achieve uninterrupted stability of systems and operational procedures during 
and after a disruptive event". Business continuity and disaster recovery 
plans and the very need for them became to a frightening reality after 
September 11 2001. Never was the emphasis on disaster recovery and 
business continuity placed so heavily on business following a world event, 
and it has shaped how modern business approach these two interwoven 
aspects of their business.  

Fortunately not every business suffers a major disaster in its lifetime. 
On the contrary, many businesses today, large or small, face what can better 
be described as challenges, but these can have far reaching effects on the 
bottom line. The need for incident handling frameworks in business has thus 
come to light, and this paper will look at how one corporate in South Africa 
has adapted a major incident handling framework to their unique 
environment, with the hope that it can shed some light for other corporations 
to adapt to disruptive events in their business. The paper will cover severity 
levels, minor incidents, major incidents and the processes followed in the 
incident handling framework. 

KEYWORDS 
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BCP/DRP CASE STUDY: ADAPTING MAJOR IN-

CIDENT HANDLING RESPONSE FRAMEWORKS 

TO A CORPORATE ENVIRONMENT  

1 INCIDENT MANAGEMENT  
An incident is any event that disrupts a companies normal operations, no 
matter how small. Incidents happen on a daily basis across companies but 
the majority of these incidents have a very low impact. Nevertheless all 
incidents need to be managed properly to ensure that the effect on the 
company is minimized. Incident handling is not simply a technical function 
either. Policies and procedures need to be in place prior to the incident(s) 
taking place.  

1.1 Incident classification  
There are several ways that companies classify incidents and their severity 
levels. Some companies use the red, orange and green systems, others use a 
numerical system. Within Pick 'n Pay Information Systems, a numerical 
system is used, where the incident is classified depending on its severity and 
impact on the company, with a severity level 1 being only a notification of a 
possible problem, and a severity level 4 being a major system or service 
outage.  

This numerical system does serve as a guide only and each incident is 
dealt with based on it's impact on the organization and not the underlying 
Service Level Agreement or business process. This ensures that incidents 
are escalated quickly and gives the organization time to react to the incident 
should the severity of it require such action.  
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1.2 Minor Incidents  
Minor incidents occur on a regular basis. On their own they cause minimal 
disruption to the company. However, there needs to be an appropriate 
response to them since they can have a far reaching impact if not checked.  

1.3 Major Incidents  
As incidents increase in severity, and as such their impact on the company, 
so the response to them should similarly increase. Routine and Minor 
incidents usually have a fairly standard response, according to the policies 
and procedures of the company, and more severe incidents are handled by 
enhancing the standard business arrangements.  

The most severe incidents (Severity 4 in our table) i.e. those affecting 
the widest area in business, requires a more structured incident handling 
process more complicated than the normal business processes, referred to as 
a Major Incident Handling Framework.  

BCP/DRP Case Study: Adapting Major Incident Handling 
           Response Frameworks to a Corporate Environment

427



  

2 MAJOR INCIDENT HANDLING  

2.1 Process  
Major Incident Handling frameworks are management structures applied to 
the response plans and arrangements for the most severe incidents in a 
business. The precise structure and response procedures varies from 
business to business, and also from business unit to business unit. However, 
in any other company, like Pick 'n Pay, the objective of these procedures 
remains the same, to ensure there is an effective and appropriate response to 
all major incidents that can affect the business.  

Business units in any company, like Pick 'n Pay, have different 
priorities and business drivers. It stands to reason that because of this, each 
unit's MIH process will vary according to their circumstances and priorities. 
There are some shared features and roles in every MIH, no matter where it 
is applied and what the company may be.  
 Incident Owner: The individual or business unit responsible for the 
resolution of the incident in the business. If the resolution lies outside the 
company, in this case, Pick 'n Pay, it lies with the management responsible 
for the SLA with the outside solution provider.  
 Communications: In any event or incident, communication is 
crucial in the handling of the event. In a major incident handing framework 
it provides for the accurate and timely communication of information to all 
the affected parties inside and outside of the business. Communication 
provides those with a role in the incident handling procedures with all the 
information they require and relieves those who are dealing with the 
incident with having to provide the rest of the organization with information 
they require.  
 Technical Recovery: Where the cause of the incident is within the 
organization, it's important that it gets resolved within the organization. 
Technical recovery relates to the underlying technical issues and persons 
involved in recovering from the incident.  
 Business Recovery: A major incident will disrupt the organization's 
business. The extent of the interruption may be sufficient to warrant the 
implement and certain plans and arrangements to manage the disruption in 
order to ensure that critical business processes are maintained as far as 
possible during the disruption.  
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Due to the differences in organizations the way that these procedures 
happen varies from company to company. The following activities needs to 
be covered in each process though.  
 Assessment: Once an incident has occurred it needs to be assessed 
in terms of its impact on the company and its operations and business 
processes. A severity level will then be assigned to the incident and the 
severity level then determines the response to the incident. An important 
aspect to keep in consideration is that a incident's severity level can change 
during its life.  
 Warm-up: If an incident has been classed as a Severity 3 or 4, and 
it has been determined that the full MIH process needs to be invoked, a 
warm-up period is required. This is to assemble the required team and 
assign the correct roles to each member of that team.   
 Incident Management Cycle: Once a MIH process has been 
established, it will consist of a set of procedures that will repeat itself 
through a cycle. How often and when the cycle repeats itself depends on the 
incident and the organization.  
Assessment: Asses the situation and device a plan  
Activities: Implement the plan  
Review: Look at the action to determine if the plan was able to resolve the 
situation  
Communication: Update those involved in the previously defined steps / 
plan  
 Cool Down: Once the incident has been resolved it is necessary to 
stand down the MIH process. This means communicating with all the 
involved parties that the incident has been resolved.  
 Post Incident Review: On severity 4 incidents its recommended 
that a Post Incident Review take place to establish what the cause was and 
how corrective actions can be put in place to prevent a repeat of similar 
incidents.  

3 WATCH STATES  

Watch States are used in MIH to heighten awareness in three situations  
There is a reason to believe that an incident may occur  
There is a reason to believe that an incident which has occurred may 
escalate further  
An incident that has occurred has not been fully closed  
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The purpose of a Watch State is to monitor the situation closely and 
facilitate the response and escalation to the next level. When a watch state is 
declared, consideration needs to be given to:  
Who should be advised of the situation  
Who should be advised that they may required to respond to the situation  
Preparations that need to be carried out to deal with a possible escalation  

Once an incident has been declared and the use of the Watch List 
implemented it needs to be reviewed on a ongoing basis. The nature of the 
incident will determine how often. As an example, in Pick 'n Pay, a Point of 
Sale incident will be reviewed far more frequently than a e-mail incident, 
due to the very nature of the business and the affect it has on the business.  

4 INCIDENT ESCALATION  
As seen from the previous sections, of the paper, an incident can be 
classified at any one of the four levels of severity. During the MIH process 
the incident can then be escalated to another level as deemed necessary. 
While in theory the incident owner should be responsible for escalating (and 
de-escalating) the incident between levels, in Pick 'n Pay a single problem 
manager is responsible for this task, and consults with various people before 
taking the necessary action.  

By using a Major Incident Handling framework, making these 
decisions with the aid of the BCM or BCC and other stakeholders, and 
defining actions that need to be taken becomes that much easier and simpler.  

5 POST INCIDENT REVIEW  
Incidents represent a disruption to any company's normal operations. It is 
therefore in the company’s best interest to minimize the number of incidents 
and their severity. It stands to reason that after every severity 3 or 4 a Post 
Incident Review needs to take place to identify the cause of the incident and 
if possible, take action to reduce the chances and risk of the incident 
repeating itself.  

The extent of the review will be determined by the extent of the 
severity and the affect it had on the business. For small severity 1 and 2 
incident just recording the time and incident may be enough. Should there 
be a small number of the same incidents it can identify a trend which could 
then allow for corrective action to be taken.  
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For more severe incidents (especially severity 4), for example a Point 
of Sale failure, a more in-depth review needs to take place, to identify the 
underlying cause. If possible this cause should then be addressed to prevent 
a possible repeat of the incident.  
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ABSTRACT 

In this paper we present a conceptual model for the management of 
information privacy risk in large organisations.  The model is based on the 
similarities between the concepts of departments in large organisations and 
the object-oriented computer programming paradigm.  It is a high-level 
model that takes a holistic view of information privacy risk management, 
and, as such, identifies risk in both manual and automated processes during 
the acquisition, processing, storage and dissemination of information.  
While conceptual in nature, the model is well suited to practical 
implementation due to the structure it derives from the object-oriented 
paradigm.  The practical application of the model is demonstrated by way of 
an example scenario.   

This paper contributes by addressing the absence in the literature of 
freely available models for the holistic management information privacy 
risk in large organisations. 
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USING OBJECT-ORIENTED CONCEPTS TO 

DEVELOP A CONCEPTUAL MODEL FOR THE 

MANAGEMENT OF INFORMATION PRIVACY 

RISK IN LARGE ORGANISATIONS 

1 INTRODUCTION 
Many organisations acquire, store, process or disseminate information 
related to individuals.  These organisations are often bound by law [1, 2] to 
protect the interest individuals have in accessing, controlling, or 
significantly influencing, the veracity and use of their information.  This 
interest is termed information privacy [3].  Where information privacy is not 
adequately protected by an organisation, affected individuals may seek legal 
recourse against the organisation.  This may result in the organisation 
suffering financial loss and damage to their reputation.  Information privacy 
risk (IPR) is the collective term for risks that lead to such breaches of 
information privacy. 

Large organisations generally require a more coordinated and formal 
approach to their operations than smaller ones [4, 5].  The effective 
management of IPR in large organisations is therefore particularly 
important.  In this paper, we present a high-level conceptual model that can 
be used to assist in the management of IPR.  As it is a high-level model, it is 
designed for use by those charged with the overall management of privacy 
protection within an organisation or department.  The model is based on the 
similarities between departments in large organisations and the object-
oriented computer programming paradigm.  It is holistic because it 
addresses IPR in both manual and automated processes during the 
acquisition, processing, storage and dissemination of information.  In order 
to address the various types of information privacy breaches, the model 
makes use of the Organisation for Economic Cooperation and 
Development’s Guidelines on the Protection of Privacy and Transborder 
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Flows of Personal Data (OECD guidelines) [6].  The OECD guidelines set 
out principles for the ethical handling of private information.  The principles 
contained in the OECD guidelines form the basis of information privacy law 
in most countries [7, 8]. 

The rest of this paper is structured as follows.  Section 2 describes the 
related work in the literature.  Section 3 provides background on the object-
oriented programming paradigm and the OECD guidelines.  It also defines 
what we term the object analogy.  The model is described in Section 4.  A 
hypothetical scenario that uses the model is provided in Section 5.  Section 
6 consists of a discussion of the model.  The paper is then concluded in 
Section 7. 

2 RELATED WORK 
In this section we discuss the related work found in our review of the 
literature. 

Our search of the literature revealed only a single example of a 
privacy management model.  This model, called Privacy by 3PT® [9], is the 
proprietary work of a company called the Corporate Privacy Group and is 
hence not freely available for use or public scrutiny.  As such, it was not 
possible to analyse the model in detail.  From the company’s own literature 
on the model [9], it focuses on people, policies, procedures and technologies 
as distinct areas of concern.  We do not devote further attention to the 
details of this model due to the lack of publicly available information.  From 
the information that is available, our model differs in its areas of focus.  Our 
model is also less prescriptive with regard to implementation steps and 
methods. 

Karjoth and Schunter [10] developed a privacy policy model for the 
specification and enforcement of organisation-wide privacy policies.  Their 
work was extended to form IBM’s Enterprise Privacy Authorization 
Language (EPAL) [11].  EPAL is a formal language and is concerned with 
the enforcement of policies within information technology (IT) systems 
[11].  Our work differs from EPAL because our work is applicable at a 
higher level, and is not concerned only with IT systems. 

                                                 
® ‘Privacy by 3PT’ is a registered trademark of the Corporate Privacy Group 
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Casassa Mont [12, 13] also addresses the management of private 
information in organisations through the use of privacy obligations.  Privacy 
obligations are policies that specify the duties and expectations under which 
organisations must manage private information [12].  Although privacy 
obligations are considered in EPAL, he develops them in greater detail [13].  
Casassa Mont’s work is also at the system level and therefore different to 
our approach. 

Biskup and Brüggemann [14, 15] developed DORIS (Datenschutz-
orientiertes Informationssystem).  DORIS is a prototype implementation of 
a system based on The Personal Model of Data, a model also developed by 
Biskup and Brüggemann [14, 15].  In The Personal Model of Data the world 
consists only of entities called ‘persons’.  ‘Persons’ represent individuals in 
the real world.  DORIS uses objects to represent ‘persons’.  The objects 
consist of attributes and methods.  Attributes correspond to an individual’s 
knowledge of themselves in the real world.  Methods correspond to actions 
taken by the individual in the real world.  Biskup and Brüggemann also 
develop a data model, data manipulation language and rights-based privacy 
policy that are used in the DORIS system.  We do not elaborate on these due 
to space restrictions. 

Our work is similar to that of Biskup and Brüggemann in that we also 
make use of objects.  It differs, however, because we make use of 
similarities between the concepts of organisational departments and objects, 
while Biskup and Brüggemann uses objects to model individuals.  In our 
work we also go into greater detail regarding the object metaphor.  Unlike 
our work, which is a high-level model, theirs is restricted to enforcing 
privacy within a single system.  Another significant difference is that 
Biskup and Brüggemann take a view of privacy that is limited to ensuring 
appropriate access to private information.  Their work does not consider the 
other aspects of information privacy as espoused in the OECD Guidelines. 

3 BACKGROUND 
In this section we present the background necessary to understand our 
model and the rationale behind it.  We discuss the object oriented 
programming paradigm, organisational departments, the object metaphor 
and the OECD guidelines. 
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3.1 The Object-Oriented Programming Paradigm 
We divide our discussion of object-oriented programming (OOP) paradigm 
into a discussion of the concepts behind the paradigm and brief example of 
how it is used. 

3.1.1 Defining OOP Concepts 
There is no single set of concepts that is universally accepted as making up 
the OOP paradigm [16].  It is, however, most commonly characterised as 
consisting of three concepts: objects, classes and inheritance [17].  An 
object can be defined as “an individual, identifiable item, either real or 
abstract, which contains data about itself and descriptions of its 
manipulations of the data” [16].  The data contained in an object are called 
attributes, while the manipulation of the data is achieved through methods.  
An object’s set methods are used to input data or to change existing data in 
the object.  An object’s get methods, on the other hand, may used by other 
objects to retrieve data from the object.   

The concept of encapsulation ensures that access to an object’s 
attributes and methods from ‘outside’ the object is strictly limited according 
to the definition of each attribute and method.  We mention encapsulation in 
addition to the three concepts listed above because it is also often associated 
with the OOP paradigm [16] and it is relevant to our model. 

We use the definitions in Armstrong [16] to define a class as an 
abstraction of an object that defines the common structure and behaviour 
shared by a set of objects.  An object which belongs to a class is thus a 
‘concrete’ instance of the class.  The verb instantiate is used to denote the 
creation of an object from a class definition.  Constructors are special 
methods used to instantiate objects.  Attribute values may be set at the time 
of instantiation using a constructor.  The accessibility of an object’s 
attributes or methods, required for encapsulation, is specified in an object’s 
class definition. 

3.2 The Object Analogy 
In a large organisation private information is typically used by one or more 
departments, for example, the finance and marketing departments.  In each 
department the information may be stored as well as manipulated.  By 
manipulated we mean received, processed, disseminated or any combination 
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thereof.  Departments generally also use a fixed number of known methods 
for storing and manipulating information.  This is analogous to an object in 
the sense that information in an object can be stored using attributes, and 
manipulated using methods.  The direct analogy between objects and 
departments is termed the object analogy.  The object analogy is illustrated 
in Table 1. 

Table 1 – The Object Analogy 

Department maps 
to Object 

Type of department → Class 

Department → Object 

Information → Attributes 

Receipt of information → Get and set methods, 
constructors 

Processing → Methods that change attribute 
values 

Storage → Variables for storing attributes 

Dissemination → Get and set methods, 
constructors 

Use of appropriate 
information handling 
methods only (Controls) 

→ Encapsulation 

As discussed earlier, the information contained in an object, as well as 
the methods used to manipulate the information, are strictly defined in the 
object’s class definition.  In addition to this, encapsulation ensures that only 
the appropriate, predefined, methods are used to manipulate the information.  
Viewing departments as objects therefore requires that: 1) all information in 
a department must be defined and, 2) all methods used for manipulating the 
information in the department must be defined.  Since our model is only 
concerned with information privacy, this requirement applies only to private 
information and the methods used to manipulate private information. 
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The definition of all private information and related methods is the 
first step in the protection of information privacy.  This is because it is 
impossible to protect information if one does not know it exists, or, if one 
does not know where or how it is stored and used.  Once all private 
information and related methods in a department are defined, controls may 
be used to protect the information.  Eloff and von Solms [18] define 
controls as measured steps taken to achieve a specific objective.  In our 
case, the objective is to limit breaches of information privacy.  Their 
definition, however, is not detailed enough for our purposes.  Hence, we 
adapt the definition in the COBIT framework [19] to define information 
privacy controls (IPCs) as the policies, procedures and practices designed to 
provide reasonable assurance that information privacy breaches will be 
prevented, or detected and corrected.  IPCs correspond to encapsulation in 
the OOP paradigm. 

3.3 The OECD Guidelines 
The OECD guidelines contain a set of principles referred to as the Fair 
Information Principles (FIPs).  The FIPs provide guidance on the ethical 
handling of private information.  The FIPs were first published in 1973 in a 
report by the United States Department of Health, Education, and Welfare 
[20].  Only four principles were listed, but these have since been developed 
to eight in the OECD guidelines.  Globally, information privacy law is 
based on the FIPs [7, 8].  Due to space restrictions, we do not elaborate on 
the principles.  For the same reason we do not list them here as they are 
listed in our model. 

4 CONCEPTUAL MODEL 
In this section we present our conceptual model.  We describe each of the 
four elements in the model.  These are: attributes, methods, controls and 
relationships.  We then describe the interrelation between the elements in 
Figure 1 and show the full specification for the model in Figure 2. 

4.1 Attributes 
Our model is based on the object analogy.  As such, we view a department 
as an object.  The private information used by a department is represented 
by attributes.  Attributes are classified as electronic if they are stored in 
electronic form or manual if they are stored manually (e.g. on paper).  In 
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addition, attributes may be classified as abstract if they refer to entities 
which information pertains to.  For example, a paper curriculum vitae (CV) 
would be defined as manual attribute.  The job applicant to whom the CV 
belonged would be defined as an abstract attribute.  This is because the job 
applicant himself is not stored by the department. 

4.2 Methods 
The different tasks related to private information in a department are 
represented by methods.  In Solove’s Taxonomy of Privacy [21], tasks 
belong to one of the following three categories: 1) information collection, 2) 
information processing and 3, information dissemination.  We use this 
notion to classify all methods in the model as input, processing, or output 
methods.  Input methods indicate how information enters a department, 
while output methods represent how information is passed from a 
department to outside entities.  The term ‘outside entities’ may refer to 
another department in the same organisation, or it may refer to another 
organisation or individual.  Processing methods represent the different ways 
in which the information can be used by a department.  Since methods relate 
to information, each method is related to an attribute in the model.  All 
methods are classified as either manual or electronic. 

4.3 Controls 
To ensure that there is a reasonable chance that methods do not result in an 
information privacy breach, we introduce the controls element to the model.  
IPCs are specified here for each method.  Each of the IPCs protects one or 
more of the FIPs in the OECD guidelines.  Input, processing and output 
methods each have a subset of the FIPs associated with them.  For example, 
input methods must have controls for the following FIPs: Openness, 
Collection Limitation, Purpose Specification, Data Quality, Security and 
Accountability.  By ensuring that controls enforce the FIPs, the model 
protects organisations against IPR. 

4.4 Relationships 

The final element of the model is relationships.  The relationships element 
describes the flow of private information between the department and 
outside entities.  The information flow consists of the name of the outside 
entity and a description of the information being transferred.  Information is 
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represented by attributes, therefore attributes are included in the description 
of a relationship.  However, sometimes only specific pieces of information 
in an attribute may be transferred to or from an outside entity.  For example, 
take the case of an organisation that outsources its customer service function 
to an outside entity.  It may only send the entity a list containing customer 
names and telephone numbers rather than the complete customer record for 
each customer.  In the model we call these specific pieces of information 
attribute primitives.  In the previous example, a name and telephone number 
are considered attribute primitives.  Attribute primitives are specified in the 
model using capital letters and quotes to differentiate them from ordinary 
attributes.  Thus, the attribute primitives for a name would be specified as 
“NAME”. 

The interrelation between the different elements is shown in Figure 1.  
Each element is represented by a block in the diagram.  The block for the 
controls element interfaces with IPR.  It is placed at the interface to signify 
that its purpose is to protect the attributes and methods from IPR.  The 
attributes block is contained within the methods block to indicate that 
attributes should only be accessible via methods.  Although there is only a 
single relationship element in the model, there are two blocks for 
relationships in Figure 1.  This is to make provision for input and output 
relationships between multiple outside entities.  Remember that outside 
entities may be other departments within the same organisation, or they may 
be other organisations or individuals. 

The full specification of the model is shown in detail in Figure 2.  The 
figure is based on a Unified Modelling Language (UML) class diagram.  It 
differs because the ‘operations’ section of a UML class diagram is called 
‘methods’ in our model.  It also has additional sections for controls and 
relationships.  To use the model in a department, one would define 
specifications for the attributes, methods, controls and relationship in the 
department.  The specifications must follow the format dictated in Figure 2.  
A strict format is used to allow for easy parsing for implementation on a 
computer system.  In the model specification in Figure 2, the ‘|’ symbol is 
used to denote the Boolean OR function and the ‘+’ symbol is used to 
denote the Boolean AND function.   
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Figure 1 – Interrelation between the Elements in the Model 
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Figure 2 – Specification of the Conceptual Model for a specific department 
Attributes 
All private information held by the department is listed here in the form <attribute name_[E|M|A]  : 
description> where: 
E denotes an electronic copy of the information 
M denotes a manual/hardcopy copy of the information 
A denotes an abstract entity type to which information pertains, e.g. employee 

Methods  
All methods for inputting, processing and outputting private information are listed here in the form < 
[I|O|P]_method name_attribute name_[E|M] : description > where: 
I denotes an input method or means used to receive private information 
O denotes an output method or means used to disseminate private information 
P denotes a processing method or means used to process or store private information 
E denotes an electronic method 
M denotes a manual method 

Relationships 
All relationships with outside parties are listed here in the form < [I|O]_entity name_[F|T]_{comma 
delimited list of attributes and/or attribute primitives} : description > or starting with [I+O], where : 
I denotes an input relationship where private information is received from the named entity 
O denotes an output relationship where private information is disseminated to the entity 
F denotes another department within the organisation 
T denotes a third party (another organisation or individual) 
Use of the ‘+’operator  indicates that an input and output relationship exists with the entity. 

Controls 
All IPCs used for each method above are listed here as < [O|CL|PS|UL|DQ|IP|S|A]_control name - 
method name : description> or starting with [O+CL+PS+UL+DQ+IP+SA], where the letters 
O,CL,PS,UL,DQ,IP,S,A correspond to the FIP the control is addressing.   
Use of the AND operator ‘+’ indicates that more than one principle is being addressed by the control. 
The FIPs are: O – Openness, CL – Collection Limitation, PS – Purpose Specification, UL – Use 
Limitation, DQ – Data Quality, IP – Individual Participation, S – Security, A – Accountability 
Input methods must have controls that ensure the following: CL, PS, DQ, {S, A,O}* 
Output methods must have controls that ensure the following: UL, DQ, IP, S, A, {O}* 
Processing methods must have controls that ensure the following: UL, DQ, IP, S, A, {O}* 

                                                 
* FIPs in curly brackets are optional since it may not always be practical to consider them 
for each control 
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5 EXAMPLE SCENARIO 
In this section we provide a practical scenario which makes use of our 
conceptual model.  We assume the existence of a privacy management 
system based on our model.  We make this assumption because our model is 
conceptual – in order to be implemented practically, a means is required to 
record the specifications of attributes, methods, controls and relationships. 

In this scenario we consider a job applicant, Bob.  Bob wishes to work 
at company X.  In order to work at company X Bob must undergo a 
psychometric test1.  The test is performed by a psychologist who requires 
Bob’s permission to give the results to company X for the sole purpose of 
his job application.  Bob grants his permission by signing a permission 
form, which is faxed by company X’s human resources (HR) department.  
He then undergoes the test, which is performed at the psychologist’s rooms.  
The results are emailed to the company X’s HR department.  The results 
reveal that Bob has a personality type that is easily stressed.  Since Bob’s 
job does not involve a high degree of stress he is given the job. 

As an employee of company X Bob is eligible for medical aid or 
health insurance.  It is the policy of company X, and part of Bob’s 
employment contract, that company X pay a fixed amount towards his 
health insurance.  It is also part of Bob’s employment contract that he must 
insure his health through company H.  This is due to the fact that company 
X has negotiated preferential rates with company H.  Bob duly applies for 
health insurance from company H.  In evaluating Bob’s application, 
company H requests the results of Bob’s psychometric test, since they know 
it is company X’s policy to have psychometric tests performed on job 
applicants.  The request is made directly to the HR department without 
Bob’s knowledge.  From the results of the psychometric test company H 
discovers Bob has a personality type that is easily stressed.  Accordingly, 
they increase the premiums he must pay for his health insurance.  They do 
this because they argue that a person who is stressed easily is more 
susceptible to stress-related illnesses.  Bob sees that his insurance premiums 
are more than the standard rate and enquires about the reason.  Company H 

                                                 
1 This is a test based on psychometric theory.  Such tests are usually designed to determine 
personality characteristics, aptitude, intelligence, and other psychological traits. 
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informs him of the reason.  Bob then asks company H how they acquired the 
information about him.  Company H notifies him and he sues his employer 
for breaching his privacy.  Specifically, for using his information for a 
purpose he had not agreed to.   

We now show how the model could have been used by company X to 
avoid such a situation.  Due to space restrictions we do not define all 
attributes, methods, controls and relationships.  We only include those 
necessary to protect psychometric test results and those relevant to 
providing a better understanding of the model.  All definitions are from the 
point of view of company X’s HR department. 

We start by defining attributes for the psychometric test results (note 
that numbering attribute definitions is not required by the model but we do 
this for referencing purposes): 

(1) Applicant PsychTestPermForm_M : Manual document containing 
applicant’s permission to use psychometric test results for health insurance 

(2) Applicant PsychTest_E : E-mail copy of a job applicant’s psychometric 
test results 

(3) Applicant PsychTest_M : Manual document containing applicant’s 
psychometric test results 

We define two attributes (2 and 3) for the test results since the test 
results are sometimes printed and stored in a manual file.  In (2) we see the 
definition for the email received from the psychologist and in (3) we see the 
definition for the manual printout.  Note the ‘_E’ and ‘_M’, as well as the 
descriptions, are used to differentiate the two.  In (1) we also define the 
form that an applicant must sign to grant company X permission to give the 
results of the test to company H. 

We now specify the methods related to these attributes:  

(4) I_Receive Applicant PsychTest_E_E : Receive applicant psychometric 
test results by e-mail 

(5) P_Print and Store Applicant PsychTest_E_M : Print and store applicant 
psychometric test results in manual file 

(6) O_Send PsychTest_E : E-mail applicant permission form to company H 
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In (4) we define an input method for the receipt of the test result email 
defined in (2).  The ‘_E’ again specifies that this method is electronic.  In 
(4) the processing method for printing out the email from (3) is defined.  
This results in the creation of the manual test results defined in (5).  The fact 
that the email is stored in a manual file is noted by the ‘_M’ in (4).  The 
output method for e-mailing the permission form is also defined in (6). 

We now define a control related to these methods: 

(8) UL_Signed Applicant PsychTestPermForm_M - O_Send PsychTest_E: 
Have applicant sign permission form for the purpose of giving test results to 
company H.  

The single control in (8) protects the Use Limitation principle in the 
OECD guidelines.  This can be seen by the ‘UL_’ at the beginning of the 
definition.  The Use Limitation principle states that personal information 
should not be made available for uses other than those specified at the time 
of collection.  In our scenario we recall that Bob agreed to provide company 
X with the results of his psychometric test for the sole purpose of his job 
application.  The control defined in (8) states that a signed permission form 
is required before Bob’s test results may be sent via email as defined in (6).  
This control is sufficient to limit the risk of company X giving company H 
Bob’s test results without his consent.  If Bob does not want company H to 
have the results of his test, he need not sign the permission form.  Thus, the 
likelihood of a situation such as the one in our scenario is significantly 
diminished.   

Additional controls may also be defined to further protect Bob’s 
psychometric test results.  For example: 

(9) S_Lock Applicant Files Cabinet_M - P_Print and Store Applicant 
PsychTest_E_M : Lock manual files used to store applicant test results in a 
filing cabinet 

This control protects the Security principle in the OECD guidelines.  
The Security principle states that personal information should be protected 
by reasonable safeguards to against its loss, unauthorised access, 
destruction, use, modification or disclosure [6]. 

The relationship between company X’s HR department and company 
H, which is the subject of our scenario can, be defined by the following: 
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(10) O_Company H_T_{Applicant PsychTest_E} : E-mailing of applicant 
psychometric test results to company H 

The ‘O_’ at the beginning of the definition indicates that it is an 
output relationship.  In other words, information is being disseminated from 
the HR department.  ‘Company H’ is the name of the entity the relationship 
is with.  The ‘T_’ specifies that the relationship is with a third party, that is, 
with another organisation or individual.  ‘Applicant PsychTest_E’ is the 
name of the attribute being disseminated in the output relationship – see (2) 
for the definition of this attribute.  The HR department’s name is not 
included in this definition.  This is because all the definitions in our scenario 
up to this point are from the HR department.  All relationships are therefore 
defined with respect to the HR department.  A corresponding relationship 
definition from the appropriate department in company H will look like this: 

(11) I_Company X HR Dept_T_{Applicant PsychTest_E} 

The only difference in this case is that (11) is an input relationship 
since the test results are received from company X’s HR department. 

6 DISCUSSION 
In this section we undertake a general discussion of the conceptual model.  
We provide further rationale for our choice of the elements that make up the 
model, namely attributes, methods, controls and relationships.  Furthermore, 
we discuss some potential uses for the model. 

In order to use the model, an organisation must define the attributes, 
methods, relationships and controls as required by the model.  Ideally, this 
must be done for each department that deals with private information.  As 
mentioned earlier, the definition of attributes and methods is the first step to 
protecting information privacy.  This is because organisations cannot protect 
information if they do not know it exists, or, if they do not know where or 
how it is stored and used.  The model is holistic in that attributes may be 
either electronic or manual.  This is important since private information 
exists in both forms in large organisations. 

Defining attributes and methods only maps out what needs to be 
protected to reduce IPR.  It does not specify the means by which protection 
will be achieved.  The purpose of the controls element of the model is to 
specify such means.  It does this by ensuring that organisations have 
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controls in place to protect each of the FIPs.  Since the model is a high-
level, conceptual model, it does not dictate what these controls should be.  
The choice of control is left up to the organisation (e.g. role-based access 
control or policy based controls such as Karjoth and Schunter [10] may be 
used as technical controls).  Knowledge of the FIPs is thus required in order 
to implement the model.  We do not believe this is a problem for two 
reasons.  Firstly, the FIPs are freely available [6].  Secondly, we believe the 
FIPs are sufficiently straightforward to understand, especially given the 
expertise available in large organisations.  While the model does not dictate 
the use of specific controls, it does show which FIPs controls should protect 
for input, processing and output methods.  Organisations are thus able to 
determine if controls are missing for the various aspects of information 
privacy defined in the FIPs.  This is important because where FIPs are not 
protected, this results in increased IPR. 

Information flow refers to the movement of attributes from one entity 
to another.  It is an important aspect of information privacy.  Inappropriate 
information flows can result in breaches of information privacy [22].  The 
control of information flows is therefore important in reducing IPR.  In our 
model information can flow in and out of a department only via input and 
output methods.  As discussed, controls protect the privacy of information 
‘flowing’ through these methods.  The relationships element of our model 
explicitly defines the relationships between a department and outside 
entities.  This is done because the ‘level of granularity’ of our model is the 
department.  That is, our model describes only a single department at a time.  
The relationships element thus provides a mechanism to link multiple 
departments by the flow of attributes between them.  In other words, it 
allows an organisation to map inter-departmental flows of private 
information.  It also allows organisations to map the information flows 
between themselves and other organisations and individuals. 

It is important to note that the effectiveness of the model is dependant 
on accurate and complete information regarding attributes, methods, 
controls, and relationships.  Regular updating of the model is therefore 
necessary because it is possible that methods, attributes, controls and 
relationships will change over time.  The likelihood of such changes should 
determine the frequency with which the model is updated. 
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It is also important to note that the model is a high-level, conceptual 
management model.  Its purpose is to provide guidance about the 
management of IPR and not to dictate specific controls or methods.  Due to 
the structure of the model, it is easy to record the specifications for 
attributes, methods, controls and relationships electronically.  This may be 
done using object or relational databases.  Once recorded, application 
systems can be designed to interface with the databases for the purpose of 
managing and maintaining the model, for example, to add new controls or 
methods.  An application system may also enforce the model’s rules.  An 
example of this would include warning a user that controls enforcing certain 
FIPs are missing with respect to a given method.  Information flows can 
easily be determined with an application system by interrogating the 
relationships element of each department in the database.  From this it will 
be possible to construct visual maps of information flows.  An application 
system based on the model would, in essence, be a privacy management 
application.  As such, it would primarily be of use to those responsible for 
the management of IPR.  In large organisations, this may be a chief privacy 
officer, chief information officer or the internal audit head.  Due to the 
rigorous specification of methods and controls, the model may also be used 
as the basis for privacy audit systems. 

A standardisation of the model may allow for a uniform way of 
representing the private information in an organisation, the processing and 
protection thereof, as well the information flow both within and between 
organisations.  A standard means to represent private information and its 
processing, protection and flow is useful in the privacy audit domain.  This 
is because a privacy audit of an organisation will require knowledge of the 
private information in an organisation as well the controls employed to 
protect information privacy.  In certain countries larger scale audits, or 
investigations, are carried out by privacy commissions [2].  In these 
countries privacy commissions are usually statutory bodies charged with 
protecting information privacy.  If a standard means exists to represent 
private information and its processing, protection and flow, this will make 
investigations by commissions easier.  The reason for this is that 
commissions can use applications to automatically interrogate information 
made available from the privacy management systems of large 
organisations. 
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7 CONCLUSION 
In this paper we have addressed the need for large organisations to manage 
information privacy appropriately.  We have done so by presenting a high-
level, conceptual model for the management of IPR.  The model is based on 
the similarity between departments in organisations and objects in object-
oriented programming languages.  We have provided a detailed 
specification of the model and discussed the various elements it is 
comprised of.  In order to demonstrate its practical significance, we have 
also presented a scenario in which the model is used. 

Future work on the model may include adding a 'personnel' element to 
the model.  This element will explicitly define the roles and responsibilities 
of individuals within a department with regard to preventing IPR.  Research 
will be required to determine how this element will link with the original 
elements in the model and what, if any, modifications to the original 
elements are necessary. 

Further research is also needed in the practical implementation of the 
model.  Such research may be achieved through a case study in which the 
model is applied to departments in a real organisation.  To fully understand 
the potential benefits and pitfalls of a practical implementation in a real 
organisation, it will be necessary to develop and deploy a prototype privacy 
management application system based on the model.   
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ABSTRACT

In this paper we aim to create a new model which uses the Business Process
Modelling Notation (BPMN) as the base for calculating the target value
of the employees’ security level. It has to be assumed that all processes,
at least those which interact with the information technology directly, are
written down in BPMN or a fully-convertible notation respectively describing
language. It is important that bigger companies and public authorities do
fulfil this requirement.
The problem is that it is hard to get an overview about the information
system access and privileges of each employee in bigger companies. The
approach currently used in “secaliser”, our initial project, expects that the
information technology affinity is based on each employee’s job position. In
many real life situations this condition cannot be fulfilled. Due to the fact
that we try to optimise the trainings in an economic way, there is only a
small range between the necessary and the optimised security level. This is
the reason why it is so important to enhance the exactness of our calculation.
The goal of the described model is to make conclusions concerning the specific
should-be security level of each employee, based on comprehensible data,
which is extracted from the company processes.
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BPMN AS A BASE FOR CALCULATING THE

TARGET VALUE OF EMPLOYEES’ SECURITY

LEVEL

1 INTRODUCTION

Nowadays, business becomes more and more complex. The same applies to
the structure of the information systems, because they try to copy a model
of the complex business. Of course, many of these complexity problems do
not affect the information security directly, though there are some security
relevant factors which increase disproportionately high with growing business
complexity. [8]

In the past, there were many technical ways on how to protect information
from being accessible, to be changed, or to be taken away, but those systems
do not help us to go the first step: finding out who needs which permissions
and how to structure the way the access permissions are allocated. Regarding
a suggestive restructuring of business processes in order not to give away
the same permissions to a larger than necessary group of employees, is an
absolutely important step that is completely untended. [2]

It must not be disregarded that there are different kinds of information
to manage. Some information is stored in file systems and the access to the
different shares is limited to authorised users. Due to the fact that those
mechanisms are implemented in most common operating systems, they are
well-known – as well by end users as system administrators – and caused
by the simple permission structure these kinds of information can be easily
managed, and the access permissions can be clearly arranged. Much more
complex in managing the access are other systems which have, in most cases,
not such a clear structured base, this also afflicts plain inheritances like nor-
mal folder structures do. Although relational storage models can also be
managed in a descriptive way according to tables – even if the access per-
missions can be allocated here much more sophisticatedly – role based access
models are not as widespread as in file systems. However, there are other
platforms which cannot be managed as well in a descriptive way as relational
and folder based structures, for example, hardly adaptable and closed third
party software. Beside the fact that the company cannot guarantee the per-
mission system inside the software, it could be hard to find out the kind
of information each employee has contact with. Due to the fact that big-
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ger software systems often directly use the permission system of a relational
database management system, this problem affects smaller software products
much more than the bigger ones. Therefore many niche software products
are affected, but these software programs may contain the most critical data
for the business. [2]

2 PROCEEDING

Due to the fact that not all information is security sensitive on the same level,
it becomes important to group the different kinds of information with same
security levels and rate those groups. These information groups are the ini-
tial point for our considerations: In an internal feasibility study, we checked
out different ways on how to get information of the employee’s specific secu-
rity affinity, and the security level we should use for the optimisation. An
approach which uses the Business Process Modelling Notation (BPMN) to
check all data the employee has contact with, is able to change, or delete,
is the most promising one. In addition to the comparatively simple as-is
state analysis, this approach gives the possibility to monitor changes in the
different processes and to react on those changes contemporarily. Due to the
power of BPMN, especially the artefact-components, there are several ways
to bind processes, persons, and data-permissions with each other, without
breaching the current working draft from 3rd May 2004. [5, 3]

2.1 Grouping information

To get an overview of the permissions an information (or data) directly
or indirectly implicates, it is important to collect all available information.
The groups which should be created, as described before, have to be di-
vided into two different groups, namely: Security Sensitive and Data Equiv-
alency/Implication.

Security Sensitive

It makes sense to create groups and directly link them to a security sensitive
level. This level is a simple number and represents the security importance
of the grouped information. Furthermore, due to gaps between the security
sensitive levels of the different groups, it may be necessary to devide critical
and non-critical information. Anyhow, it will be hard to scale the groups
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in a fair way, because the different information might be very hard to com-
pare with each other, but this problem has to be solved by the company
themselves.

Data Equivalence/Implication

That there are different information in the same group does not declare the
information as equivalent, because completely different information which
may belong together or not, can be on the same security level. For example,
street and zip code as part of an address data set, or two non-correlating
information like a social security number and an image. The reason why we
do not only use equivalence groups and link them – of course not unique – to
the security sensitivity level is self-explanatory when trying to build up the
first business process model: Indeed, equivalent information or information
which implicate other information will normally be in the same group, but
also, in this opposite reflection, the statement is not universally valid. In
our own tests, we exposed that it might be useful to adapt the view in some
cases and to divide own personal information from the personal information
of a third party.

To mark information as privately accessible is particularly suitable for
every kind of identification of the person which is not done automatically,
for example, at the cashier’s desk where the banker does not ask you for
any information of your banking account because they personally knows the
(manually) identified person. To describe these social problems with business
process models only would be very weak in practice.

As not to breach the BPMN standard, we decided to do the distinction
between the two kinds of personal information very simply and just appended
a wildcard to the information name which is explicit, not being accessed
by any other than the belonging person. This simple approach does only
influence the naming convention and not the standard itself.

2.2 Grouping employees

In order to make it possible to point out the employees who do have more
permissions than other employees in the same position, it is useful to also
group those persons who can be compared with each other. A comparison
may be useful with either employees in the same job position or with those
who are located at the same place. The employee groups will only be used
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to display the result better and to highlight some irregularities. Neither the
calculation nor the results are affected by these groups.

3 CREATE A BUSINESS PROCESS MODEL

As written in section 1, the business process model should be created using
the BPMN standard. When analysing the different business process model
standards, it came out that the functional range of BPMN is much wider
than others like the event driven process chains (EPC). Due to the fact
that the BPMN standard is administered by the Object Management Group
since 2005, and due to their experiences with the Unified Modelling Language
(UML), it can be expected that the BPMN functional range for information
systems can be increased in the near future. [7, 6, 5]

Normally, bigger companies and public authorities already have at least
some of their business processes written down. Of course it will not make
sense to create hundreds of processes again that are already written down, but
due to the complexity of the BPMN standard it is assumed that it is possible
to import other business process formats into BPMN with no or a very small
information loss. Common used process description standards like EPC as
part of the ARIS Framework do have such a little modelling complexity that
the transformation can be done without any information loss (all elements of
EPCs are also part of the BPMN standard). Therefore it is only required to
add additional information to the already existing processes. [10, 4] Of course
it is not realistic for every branch that all processes are already written down,
but especially for those processes which concern security sensitive information
the assumption is reasonable.
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Data 1* Data 2 Data 3

Figure 1: Demo Process 1
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Figure 1 shows a demo process created in BPMN containing three Tasks
and three Data Objects in one Pool. Except for the wildcard appended to
Task 1, this is a sample business process which can be found in companies
(for example in most applications that manage data permissions like CMS
systems), although many companies are using simple EPCs until today1.
Analysing this process could proceed straight forward, because there are no
conditions or anything else to combine with. Even the three Data Objects
are not connected through any other Task or Message Flow. As described in
2.1, the wildcard is normally used in User Tasks only, which are manually
performed. Inexactnesses like this, which do not need to be caused by the
company itself, but maybe by the use of weak tools or export mechanisms will
make it difficult to get an overview about the business processes. Therefore
it is absolutely necessary that after importing into or creating business pro-
cesses, the complete process has to be rechecked for a consistent and correct
use of BPMN elements and our adapted naming convention. The following
description gives a short summary about what happens in Demo Process 1
for those who are not familiar with BPMN:

• The Process Sequence Flow starts, initiates three Tasks and ends.

• Task 1 seems to be a User Task, because only the owner of the data
(remember the wildcard) is able to read (incoming arrow) the Data
Object.

• Task 2 is a Task which directly writes (outgoing arrow) into the Data
Object.

• Task 3 is a Task which reads and writes (incoming and outgoing arrow)
the Data Object. Typical use of this read and write actions are normally
conditional updates or the use in Sub Processes2.

The way how the processes should be created is free to the company,
but of course it is useful to use one of the well-established standards for all
processes. Due to the fact that the process in detail is much more interest-
ing for the analysis (very general business process parts almost contain no
data information), we recommend to use a bottom-up approach. This course
of action will ensure that not all data sets are defined from the beginning

1against definition, our demo process does neither start nor finish with an event
2a non-atomic process
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on, but that most of the defined assignments are already meaningful while
the business process is not complete. This could lead to a first rough re-
structuring of the business models while still modelling business processes.
[7]

3.1 A sample process for analysing

The problem in Figure 1 was the presumable non exactness of the used BPMN
items.
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Figure 2: Demo Process 2

The Demo Process 2 in Figure 2 corrects this problems and now represents
a good base for further adaptions. Neither the Sequence Flow nor the Tasks
respective Sub Processes have changed their intent until now, or will change
it in the following steps.

In the following step we group our Data Objects. Figure 3 shows the
result of two groups being created:

• Data 1 and Data 3 are implicating each other. This means that the
Data Objects themselves are not equivalent, but that a change of Data
1 induces a change of Data 2 and conversely.

• Data 1 and Data 2 are assigned to security level 2, which means that
the Data Objects contain security sensitive information.

Note: Even if Data 1 and 3 are implicating each other this does not
mean that those Data Objects have to be security sensitive on the same
level in general. Implicating Data Objects are related to each other and
this relation does not need to be connected directly across one object. Also
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objects (in context of business model representation), can relate to each other
and their attributes may be transitively connected to each other, which by
the way may cause the relation between the objects. Comparing this general
model with relational database management systems, in combination with
data consistency systems as used in enterprise programming, for example
Hibernate and Java, will help us to understand the coherences. Due to
complexity reasons, our example does not contain any Message Flows which
would necessarily be building a real business process model, but is uncared
for in our analysis. [1]

Considering Figure 3, it will become clear that it will be impossible to
either visualise all equivalent and implicating Data Objects as one visual
group, or to group the different security relevant Data Objects to only one
unique visual group with the same security level. With only three Data
Objects and two Groups, the Diagram has to tend towards to the bottom
in order to visualize that Data 2 is not part of the Implicating Data Group.
Due to this, there are three different ways:

1. Keep it like it is and only very simple group configurations can be set.
This approach would not need any further adaptions, but will lead to
a point where you cannot model your business processes in an accurate
way, and moreover, the business developing process would take some
more time, because doing the layout of the Data Objects will become
hard.

2. Keep the editor like it is today and just name belonging groups identi-
cally. So it could happen that there are multiple groups with the same
security level containing different Data Objects. This approach would
be easy to implement, but cause a loss of the general diagram overview
at more complex diagrams.

3. Completely rebuild the editor and integrate different views. In the
default mode, every Data Object is a member of the different groups,
which are listed below each object, and a second view mechanism waits
for one special group being selected and arranges all items in a way that
they can be displayed as a group. This approach is much more complex
and causes to a loose of controlling the business process layout. Also
this implementation is much more difficult than the other two options.

Due to the fact that we try to model the business processes of bigger
companies, the first option does not fit to our mission. The second, quite
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simple to adapt approach should be implemented anyway, because this is the
simplest suitable solution and the only one which gives the process creator
the possibility to layout everything manually3. The third option is the most
beneficial one, but doing some tests in automatically arranging and doing the
layout of the different groups caused some problems. A problem we cannot
currently solve suitably is to arrange groups across different Pools and Lanes,
while we have no problem with Sub Processes, which can be, in contrast to
the Pools and Lanes, easily expanded.
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Figure 3: Demo Process 3

Applying a view only for grouping security level 2 is shown in Figure 4.
Of course the example process is very simple and even without focussing on
the one group, the process was clearly arranged before, but this would change
in bigger processes and it has to be noted that it is not possible to visualise
all groups at the same time.

3it would almost be impossible to layout every view of option 3 manually, because you

have to update everything after just a minor change
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Figure 4: Demo Process 3 (view 1)

3.2 Assigning tasks

BPMN offers the possibility to assign tasks with either Entities or to Roles,
where Roles can be either employees, job positions, or other identifying at-
tributes to represent one person or a group of persons. Unfortunately these
assignments are hidden attributes of the BPMN standard and will not be
printed out, but it is arguable whether additional information in the dia-
gram would make the diagram really more informative or just confusing.
However, every Task can be linked to a Role and due to this we get a direct
link from the employee to the necessary user permissions.

Like managing file permissions, it is recommended not to use a certain
employee to assign user permissions, but to use user groups4. Comparing
the employees who are members in the different groups is from the technical
point of view very simple, but allows the management to find out which
employee has more or less user permissions in comparison to other employees
in the same job position.

4 SECURITY LEVEL

The outcome of the described approach will give us information about each
employee’s security level. This security level is distinct for every employee,
and is not mandatorily based on job positions or any other common infor-

4these groups have nothing to do with those in 3.1
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mation which is currently be used in companies. Especially when planning
trainings for employees, it is very important that the distribution of the avail-
able resources makes sense. Dedicating too few resources for certain employ-
ees could result in security leaks, too many resources could waste resources
which will in common result in too few resources for the more important
employees. To find the right balance is very hard. [9]

4.1 Procedure

Before starting, we remember our two groups from 2.1 namely Security Sensi-
tivity and Data Equivalence/Implication. Because it does not make any sense
to factor multiple equivalent or implicating security sensitive data objects
twice, we will have to find the highest rated security sensitive information
which is accessible by each employee per Data Equivalent/Implicating group.

Table 1 will give an example were the Level column describes a security
sensitivity group and Equivalence a data equivalence/implicating group.

Level 1 Level 2 Level 3 Equivalence 1 Equivalence 2
a b c a d
d e f c b
g h i e
j k l

Table 1: Group Table

First of all we need to mention that every task (a to l) is accessible by
the sample employee. Second, we see that we can delete every task in our
table which has a more security sensitive task in the same equivalence group.
Having a look at the highest security level of each equivalency group in Table
1 will show that the tasks a, c and d are redundant because each of those
have a more security sensitive task in their equivalent group. The result of
this simplification is shown in Table 2.

As shown in Table 2 there are nine security sensitive tasks left. Those
tasks can be accumulated which result in a target value of security level of
19.
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Level 1 Level 2 Level 3
a b c
d e f
g h i
j k l

Table 2: Security Table

5 PROBLEMS

It will be hard for the company to cover the complete business with well
defined business processes. The initial effort is very high and increases with
the complexity of the business, or in other words: with the number of items
in the business process.

Furthermore, even this approach will lose clarity when there are too many
groups, or the employees are too far-scattered into these groups so that there
are no patterns to identify manually. However, the final step, namely the
analysis and evaluation of the results, has to be done manually.

In addition to the described features, it would be nice to help analyse the
results and to recommend ways on how to change the business processes to
increase security, but this feature can only be developed after having some
companies which have produced sample process data which can be analysed
manually. These general ideas of improvement have to be transferred into
automatic algorithms.

6 CONCLUSION

Business Process Models as being used in modern companies can be used for
much more than only to display and analyse workflows or for the accreditation
of the business model.

First of all, by means of the company’s business processes, it can be de-
tected automatically which user permissions an employee needs to have to do
this work correctly. This approach works across the boundaries of isolated
information systems and gives a detailed overview over all accessible informa-
tion inside the company. Worthy of mention is that the model uses the real
company view and not a model being distorted by information permission
systems. However, transferring the user permission information automati-
cally into the individual permission systems should be possible with most
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information systems. The other systems could be set up manually whenever
the access to the corresponding information changes. Of course this approach
does not help directly to improve the permission systems of the information
systems, but it shows up which different roles should be available with which
specific user permissions. Furthermore, the problems of the companies cur-
rent permission systems will come, out and it is possible to point out where
the detailed problems in the allocation of user permissions occur and which
software has to be adapted to make it possible to protect information that
is not necessary to access for certain groups, but security sensitive.

In a second step, we can use this detailed information to get information
about the target value of employees’ security level. As described in [9], it
is absolutely necessary to have information about each employee’s security
affinity in order to plan company trainings correctly and to think about re-
structuring either certain parts of the business processes or of the company’s
organisation structure.

In bigger companies it is not that there is no information which concerns
the security level of an employee, but that this information is included in
business processes which are at present insufficiently used.

References

[1] Bauer, C., and King, G. Java Persistence with Hibernate, revised ed.
Manning Publications, 2006. ISBN 978-1932394887.

[2] Benantar, M. Access Control Systems: Security, Identity Manage-
ment and Trust Models, 1st ed. Springer, 2005. ISBN 978-0387004457.

[3] Jeston, J., and Nelis, J. Business Process Management, Second
Edition: Practical Guidelines to Successful Implementations, 2nd ed.
Butterworth-Heinemann, 2008. ISBN 978-0750686563.

[4] Madison, D. Process Mapping, Process Improvement and Process Man-
agement, 1st ed. Paton Press, 2005. ISBN 978-1932828047.

[5] Object Management Group. http://www.omg.org/spec/BPMN/1.
1. Website, 2008. last visited: 25.4.2008.

[6] Object Management Group. http://www.omg.org/spec/UML/2.

1.2. Website, 2008. last visited: 25.4.2008.

12

BPMN as a Base for Calculating the Target 
           Value of Employees’ Security Level

481



[7] Scheer, A.-W., Kruppke, H., Jost, W., and Kindermann, H.,
Eds. Agilität durch ARIS Geschäftsprozessmanagement: Jahrbuch Busi-
ness Process Excellence 2006/2007, 1st ed. Springer, 2006. ISBN 978-
3540333586.

[8] Schlüter, J., Novy, B., Teufel, S., and Marx-Gomez, J.

Automatisierte erstellung von wissensbilanzen. In Multikonferenz
Wirtschaftsinformatik 2008 (2008), M. Bichler, T. Hess, H. Krcmar,
U. Lechner, F. Matthes, A. Picot, B. Speitkamp, and P. Wolf, Eds.,
GITO-Verlag. ISBN 978-3-940019-34-9.

[9] Schlüter, J., and Teufel, S. secalyser - a system to plan training
for employees. In Proceedings of the International Symposium on Human
Aspects of Information Security & Assurance (HAISA 2008) (2008),
S. Furnell and N. Clarke, Eds., vol. 2. to be published.

[10] Weske, M. Business Process Management: Concepts, Languages, Ar-
chitectures, 1st ed. Springer, 2007. ISBN 978-3540735212.

13

Proceedings of ISSA 2008

468



 

TOWARDS A CONTEXT-AWARE ACCESS 

CONTROL FRAMEWORK IN WEB SERVICE 

TRANSACTIONS 

Carina K Wangwe, Mariki M Eloff, Lucas M Venter 

University of South Africa 

carina.wangwe@gmail.com, +255 754 600512, Box 60049 Dar es Salaam  
eloffmm@unisa.ac.za, +27 12 4296330, Box 392 UNISA 0003 SA 
ventelm@unisa.ac.za, +27 12 4296330, Box 392 UNISA 0003 SA 

 

ABSTRACT 

Interoperability across heterogeneous domains has become a reality through 
technologies such as Service Oriented Architectures and Web Services. 
These technologies have been put to use in e-Government and e-Business, 
enabling services to transact without human intervention. Such transactions, 
however, raise security concerns, as a human response to an authorization or 
access request can take into consideration semantics and the context in 
which the request is being made, while a machine to machine decision to 
grant access  would rely on how well the XML based security policies have 
captured all semantic and contextual considerations.  

This paper proposes a context-aware access control framework in a web 
services environment. The framework is based on the Organization for 
Advancement of Structured Information Standards (OASIS) for web 
services security and access control and extends these to include semantic 
interpretation of security attributes. Furthermore, the framework addresses 
contextual information that would affect an access control decision, in a 
web service transaction, such as legal or regulatory requirements. 
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Access Control 
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A CONTEXT – AWARE FRAMEWORK FOR 

ACCESS CONTROL ASSERTIONS IN WEB 

SERVICE TRANSACTIONS 

 

1 INTRODUCTION 
With any collaboration, it is crucial to have unambiguous communications 
between the collaborators, to ensure that no information is either wrongly 
withheld or provided based on an ambiguous request.  

For Web Service transactions, one way to achieve such 
communication is the use of a semantic framework to provide a basis for 
interpretation of access control requests depending on the context of the 
transaction within a given domain. Furthermore, where laws and regulations 
exist that govern the transaction, these have to be taken into consideration 
when applying the access control or authorisation policy. The framework 
would thus include an access control mechanism, semantic interpretation of 
access requests, a context service and a repository of relevant laws and 
regulations. 

The Organisation of Advancement of Structured Information 
Standards (OASIS) has adopted standards such as the Extensible Access 
Control Markup Language (Oasis 2005a) and the Security Assertion 
Markup Language (Oasis 2005b) to address access control across 
heterogeneous domains. The Extensible Access Control Markup Language 
(XACML) is a policy language which uses XML statements to present 
access control policies while the Security Assertion Markup Language 
(SAML) is an XML-based security specification schema for exchanging 
authentication and authorization information. XACML and SAML both 
have extensibility mechanisms which allow them to be used for different 
implementation. Use of these standards alone does not however ensure the 
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correct access control decisions in interacting web services. There is a need 
to ensure that those XML tags passed to request access are correctly 
interpreted in the context of the transaction.  

The use of ontologies in web services has been promoted by the 
World Wide Web Consortium (W3C) which has recommended the Web 
Ontology Language (OWL) as a general ontology for the semantic web 
(W3C, 2004). OWL is based on the Resource Description Framework 
(RDF) schema which was an earlier specification from W3C. The ontology 
serves the purpose of clearly defining terms that are used in a transaction, 
and enables a semantic evaluation of terms to determine similar meaning. 
Specific ontologies based on OWL or RDF have been proposed by Ceravolo 
(2003), Domingue et.al. (2004), and Dritsas et.al. (2005) for the e-
Government domain. 

For a specific ontology to be used, the context of the transaction must 
be taken into consideration. Context defines the conditions that must or 
must not hold in order for an authorisation policy to apply (McDaniel, 
2003). Contextual information may include the location of the requester and 
the provider of the service or the time when the transaction is taking place. 
For transactions that are taking place in an E-Government or E-Business 
environment, the legal context may also be necessary. All contextual 
information needs to be captured and combined so as to act as input into the 
access control decision. 

This paper presents a framework that comprises of a context service, 
ontological mapping mechanism and a legal repository which together with 
extended markup languages, support correct access control decisions in 
interacting web services. The remainder of the paper is structured as 
follows: Section 2 describes existing access control models for web 
services. Section 3 proposes a context –aware framework while section 4 
looks at related work in this area and we conclude and look at further work 
in Section 6. 

 
2 ACCESS CONTROL IN WEB SERVICE TRANSACTIONS 
A major requirement of an access control model for web services is the 
handling of the dynamic nature of the transactions. Web services interact 
across disparate computing platforms, in different geographical locations 
and with different regulatory compliance requirements. In subsequent sub 
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sections, we describe some access control models that have been proposed 
or implemented for web services. 

 
2.1 Role Based Access Control (RBAC) 
RBAC uses roles as a basis for access control decisions and was designed 
specifically with enterprise organisation structure in mind. RBAC allows 
the specification of security roles that map naturally to an organisation’s 
authorisation structures. However RBAC does not entirely suit web service 
transactions and its weakness in open environments were identified by De 
Capitani di Vimercati and Samarati (2005).  Several studies have 
subsequently been done to extend the RBAC model in order to address 
some of the weaknesses (Demchenko et.al, 2007). 

 

2.2 Attribute Based Access Control ABAC  
In recent years, there has been a shift to looking at attributes as a basis for 
access control in a web services environment. (Coetzee and Eloff, 2007; 
Damaini et. al, 2005; Shen and Hong, 2006; Yuan and Tong, 2005). 
Attributes describe the characteristics of the requester, and may be a 
combination of identity and role. Attributes may be subject attributes, 
resource attributes or environment attributes. The ABAC model comprises 
of an Attribute Authority, Policy Enforcement Point, Policy Decision Point 
and Policy Authority. 

It has been recognized that there is still a need for the usage of 
semantics and or ontologies to ensure correct access control decisions with 
the ABAC model, and some research to that end has been done. (Preibe 
et.al; 2006; Warner et.al, 2007). 

 

2.3 Context Aware Access Control 
Both RBAC and ABAC paradigms do provide ways to include contextual 
information (Bacon et.al, 2002; Huselboch et.al., 2005; Strembeck and 
Neumann, 2004). However other access control models that focus primarily 
on context  have been proposed. These include:  
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2.3.1 Governance Based Access Control 
The idea as presented by the Centre for Governance Institute (2005) is that 
transactions in which information is shared must be governed by the 
relevant legislation to which the organizations sharing the information are 
accountable. Thus any request for information is checked against the exiting 
laws or regulations before it is granted. 

2.3.2 Session Based Access Control (SBAC) 
In session based access control, the context of a transaction is limited to a 
session. Access to resources is based on the attributes of the subjects and the 
properties of the objects but the rights that can be applied at a given time are 
limited based on the context defined by the access session (Fernandez and 
Pernul, 2006) 

2.3.3. Location-Based Access Control (LBAC)  
LBAC takes requester's physical location into account when determining 
their access privileges. The physical location may be combined with other 
attributes related to identity or role of the requester. Ardagna et.al (2006) 
propose combining location with user credentials to support access control 
decisions. 

 

3 PROPOSED FRAMEWORK 
In order to achieve correct access control decisions in the context of a web 
service transaction, we propose a framework based on the ABAC model. 
The proposed framework is illustrated in Figure 1 below: 
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Each of the components of the framework works as follows: 

i) Policy Authority  
The policy authority contains the Policy Decision Point (PDP) and Policy 
enforcement points that evaluate the requester's attributes against the 
providers XACML policy. In order to evaluate the compliance with legal 
requirements XACML is extended to include a function that accepts 
environment attributes and compares against relevant laws and regulations 
within the legal repository. This operation will be stated as a XACML 
obligation in the Provider’s policy. If there is no legal requirement for a 
particular transaction, then the request is granted provided the other 
requirements of the policy are met.  

ii) Attribute Authority 
The attribute authority issues SAML assertions to the requester. The 
attribute assertions correspond to the subject, resource and environmental 
attributes of the requester. If there is a legal requirement on the requester’s 

Policy Authority Attribute 
Authority 

Ontology 
Mapping Service 

Context 
Service 

Figure 1: Conceptual Framework 

Legal repository 

Provider (Web 
Service) 

Requester (Web 
Service) 
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side that has to be complied with, this requirement is passed in a SAML 
condition statement. 

iii) Ontological mapping service 
The ontological mapping services checks the semantics of the requester’s 
attributes match with those in the provider’s policy. A mechanism to 
conduct such a mapping has been described by Patil et.al (2007).  If 
unknown vocabularies are used, ontology mediators may be used (Kolter, 
et.al, 2007). 

iv)  Legal repository  
The legal repository contains laws and regulations that apply to different 
transactions. The legal repository contains the conditions in which a 
transaction is considered legal or illegal. The legal repository is a database 
which with several indexes to allow multiple matching by the Context 
Service. 

v) Context Service 
 The context service is a key element of the framework and is adapted from 
Lei et.al. (2002). The role of the context service is to combine the results 
from the ontological mapping mechanism and the legal repository into an 
environmental attribute that is then passed to the attribute authority for 
authorisation and access control decisions to be made. To illustrate how the 
framework could be applied, consider the following illustrative example: 

A request for information is made in a criminal investigation where 
a national of Country A is suspected of committing a crime in Country B; 
and the suspected criminal is now in resident in Country C. In order for the 
service in Country C to decide whether to authorise access to the 
information the following requirements must be met:  

• The penalty for the crime in Country C must be evaluated 
against the penalty for the crime in country A. If conviction 
may result in a death penalty, then Country C must refuse 
to provide information. 

• The crime committed in Country B must be interpreted in 
the context of the laws of country C. 
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• Laws of country A must be examined to see if they have 
any relevance in the crime and or penalty for the crime 

Thus for this example the service provider would need access to a 
legal repository of the countries’ laws and also to the ontological mapping 
mechanism to make semantic comparisons as to whether or not all 
necessary conditions to grant the requested information hold. 

  

4. RELATED WORK 
There are various studies that have been done in relation to context – aware 
and or semantic – aware authorisation and access control. The studies that 
are pointed out below are those that address context in access control 
decisions with some reference to semantics.  

Demchenko et al. (2007) use XACML to handle policy and base on 
RBAC with a Domain Resource Management model.  The study argues that 
domain based access control provides several benefits including dynamic 
context management. However interpretation of attributes is not addressed 
by the study. Toninelli et.al (2006) also draw inspiration from the RBAC 
model and associate the context in which a subject transacts directly with 
the role that the subject plays in that transaction. 

Hu and Weaver (2006) look at the healthcare domain and provide a 
formal definition of context and context constraints.  The definition of 
context is restricted to time, location, user type, object type and object ID. 
Context is built into the policy language and WS policy is used for the 
implementation. 

Kolter et al. (2007) describe a semantic aware security architecture 
which includes an ontological mapping mechanism. The architecture is 
based on the ABAC model, but does not specifically address how 
contextual attributes would be handled.   

Our work, as presented in Section 3 above, takes into consideration 
both semantics and contextual information with emphasis on legal 
requirements.  
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5. CONCLUSION AND FURTHER WORK 
We have presented a framework that comprises of a context service, 
ontological mapping mechanism and a legal repository which together with 
extended markup languages support corrects access control decisions in 
interacting web services. The inclusion of a legal repository make the 
framework especially useful for e-Government or e-Business transactions 
that take place across two or more legal domains where different regulations 
may apply to the transaction. Thus combine with the ontologically mapping 
mechanism that address semantic interpretation of attributes, the framework 
lays a basis for correct access control decisions based on the context of the 
transaction. 

Future work shall include formalising a model based on the proposed 
framework and evaluating the framework in against requirements for access 
control architectures (Keromytis and Smith, 2007) when the framework is 
implemented in a practical setting. 
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ABSTRACT 
Service Oriented Architecture (SOA) is a design paradigm that enables 
applications to be built from business processes.  Services, service-orientation 
and related technology give organisations the ability to gain a competitive 
edge.  This however, does not come without cost, due to the fact that 
organisations develop services quickly, very often without much thought to 
their management and maintenance. SOA governance is considered a subset of 
IT governance, to control the design and execution of services. Governance is a 
multifaceted concept and is addressed at strategic, operational and technical 
levels. The focus of vendor driven approaches to SOA governance currently is 
at the technical level, mainly to control the life-cycle of services and their 
associated policies.  

To gain an insight into this level of SOA governance, this research 
investigates vendor approaches. In order to identify deficiencies in current 
approaches, the SOA reference model from OASIS is also used to identify 
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components that ideally need to be governed. From this comparison, additional 
aspects are identified that need to be addressed by SOA governance. It becomes 
clear that the governance of service execution is critical in ensuring effective 
service-oriented architectures.  This is particularly prevalent in aspects like 
security, where actions cannot be ambiguous as they are likely to affect the 
service execution outcome.  This research proceeds to identify service contracts 
and the enforcement thereof as a means to comprehensively govern service 
interaction. The paper finally proposes a high-level contract management 
framework.    

KEY WORDS 

Service Oriented Architecture, governance, SOA reference model, service 
contract 
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CONSIDERING CONTRACTS FOR GOVERNANCE 

IN SERVICE-ORIENTED ARCHITECTURES 

1 INTRODUCTION 
Service Oriented Architecture (SOA) (Brown, et al. 2006) is a paradigm for 
organising and utilising distributed capabilities that may be under the control of 
different ownership domains, and implemented using a variety of technology 
stacks. SOA is a holistic approach to designing systems in a distributed 
environment, where integration is mandatory. Organisations gain a competitive 
edge by exposing their capabilities or business functions as services, to be re-
used for different applications and purposes. Services are well-defined, self-
contained, and do not depend on the context or state of other services. Even 
though SOA is protocol independent, web services technology (Graham, et al. 
2002) is becoming the most common implementation of SOA.   

SOAs develop in an evolutionary manner, and are different for each 
organisation and even for each department in an organisation. While most 
organisations commence their SOA drive with a pilot project, they quickly 
begin initiatives that span multiple departments or business organisations.  Left 
ungoverned, an SOA could allow anyone to deploy a new service, or invoke 
and orchestrate any other combination of services. SOA governance is 
consequently introduced to manage and control the increasing number of 
services, in order to ensure reuse and consistency, and avoid duplication of 
work.  

Typically, SOAs are governed via the integration of a variety of vendor-
oriented governance solutions. These solutions can introduce problems like the 
violation of principles of SOA. SOA governance should ideally ensure that 
services are controlled, that they behave in the way they should, and are not 
misused. In order to assess whether a given service is behaving as it should 
when it is invoked, service contracts can be used to establish the reference 
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points for monitoring and reporting by the SOA execution environment. By 
tracking the actual performance of a service and comparing it to the 
requirements specified in the service contract, non-compliant services can be 
identified and timely remedial action can be taken.  

This paper considers service contracts as an important element of SOA 
governance.  Section 2 provides a background on SOA governance. Section 3 
discusses SOA governance technologies to identify deficiencies in current 
approaches. To identify additional aspects to be governed by SOA governance, 
section 4 evaluates the SOA reference model from OASIS. This evaluation 
identifies that for instance, security policies may be applied ambiguously when 
services interact. To address this concern, section 5 defines the concept of the 
service contract. Next, a high-level governance framework is introduced that 
places a central focus on the use of service contracts for governance. Finally, 
the paper is concluded.  

 

2 SOA GOVERNANCE 
Governance is a set of processes, policies, behaviours, laws and institutions 
(Von Solms & Von Solms, 2006).  These entities influence the approach of 
developing organisation strategies and objectives into a framework that consists 
of directives, policies, standards and procedures; implementing this framework 
operationally; and incorporating metrics that measure the level of compliance 
regarding the framework. New rules introduced by governance frameworks are 
forcing companies to rethink how they govern their IT processes. For instance, 
governance may require of publicly registered companies to show the 
effectiveness of their internal control structures and reporting procedures. This 
means organisations need to both control and validate human-to-machine, as 
well as machine-to-machine service-based interactions.   

IT governance is considered a subset of governance (Carter, 2007). It is a 
framework that consists of processes, organisational structures and leadership, 
to ensure that the IT systems of an organisation align itself with the strategies 
and objectives of the organisation (Von Solms & Von Solms, 2006).  In its turn, 
SOA governance can be seen as an extension of IT governance (Carter, 2007). 
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The term is commonly used to refer to the technology associated with SOA 
infrastructure such as web service management and security tools, and different 
Universal Description, Discovery and Integration (UDDI) (Clement, et al. 
2004) implementations.  The aim of SOA governance is to control, enforce and 
monitor services throughout their life-cycle (Marks & Bell, 2006), thus 
ensuring that the services can be reused in an accountable manner across 
domains of control. SOA governance includes all aspects of IT governance, and 
also special relationships, policies, and processes to address unique SOA 
aspects and artefacts. SOA governance is addressed by strategic and operational 
considerations, and technical mechanisms (Erl, 2008). As governance is a 
multifaceted concept that is addressed from various angles, the focus of this 
research is placed at the technical level, to provide metrics and measurements to 
assist governance decision-making.    

The focus of this level of governance is to ensure that services are 
controlled, behave in the way they should, and are not misused. If a service is 
designed for a specific purpose and set of consumers, audit logs can for 
instance prove that the service behaved correctly when the service was invoked. 
Services should also be available, perform as intended, and be secure. Services 
that do not comply with these requirements are not governed, and they will 
inevitably be misused, become unreliable and insecure.  

A first aspect of SOA governance to be investigated is the artifacts that 
are to be governed. In order to address this, the focus is now placed on vendor-
oriented SOA governance. The next section provides an overview regarding 
approaches that are followed, and the artefacts governed by AmberPoint 
(Amberpoint, 2008), IBM (IBM, 2008) and HP (Systinet, 2008).  

3 VENDOR-ORIENTED SOA GOVERNANCE 
The vendors approach SOA governance by explicitly addressing visibility, 
control and trust (Amberpoint, 2008; IBM, 2008; Systinet, 2008).  Table 1 
consists of a column for each of the three vendors that provide a basic view of 
their approach to SOA governance. From their perspective, visibility ensures 
that services are monitored across the SOA lifecycle and that business flows are 
tracked to assess the business impact.  Control is seen as ensuring that systems 
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deliver a level of quality of service (QoS) that is expected from them within 
rules and regulations. If consumers are assured of the quality, predictability and 
transparency of terms and conditions of services, they can trust such services. A 
main focus of SOA governance is thus to guarantee trustworthy services that 
can be reused with a high level of assurance. Services need to be managed at 
design-, run-, change-, and life-time cycle (Marks & Bell, 2006).  In order to 
achieve this, governance vendors employ mechanisms such as registries, 
repositories, policies, and lifecycle management.  Each of theses mechanism is 
now briefly discussed to highlight the role that they play in governance.  

Table 1:  Vendors’ approach to SOA governance 
 AmberPoint IBM HP Systinet 

APPROACH Visibility, Control Visibility, Control Visibility, Control , Trust 

REGISTRIES Registry/repository 
integrated for 
interoperability  

Registry/repository integrated 
for interoperability  

Registry/repository integrated 
for interoperability  

REPOSITORIES Used during development   

POLICIES 

High-level  Man. Yes Yes Yes 

3-tiers Yes Yes Yes 

Description WSDL, WS-Policy WSDL, WS-Policy WSDL, WS-Policy 

Basic interaction SOAP, WS-Addressing, 
WS-Notification 

SOAP, WS-Addressing, WS-
Notification 

SOAP, WS-Addressing 

Security WS-Policy, WS-Security, 
No mention 

WS-Policy, WS-Security, 
WS-Secure Conversion 

WS-Policy, WS-Security, 
WS-Secure Conversion 

Reliability WS-Reliability WS-ReliableMessaging WS-ReliableMessaging 

Trust WS-Trust, WS-Federation WS-Trust, WS-Federation WS-Trust, WS-Federation 

SLA’s WSLA (web service level 
agreement) 

WSLA (web service level 
agreement) 

 

Composition WS-BPEL WS-BPEL WS-BPEL 

LIFECYCLE 
MANAGEMENT 

Development → Staging 
→ Production 

Plan → Define → Enable → 
Measure 
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Registries: The registry is the first and foremost enabling technology for 
SOA governance.  It is a dynamic record of the SOA environment that is used 
to control and monitor services. A registry holds metadata about services such 
as its history, who is allowed to make changes to it, who has access to it and 
how it can be used. A registry that has become an industry standard is Universal 
Description, Discovery and Integration (UDDI) (Alencar, et al. 2003). 

Repositories: Repositories govern the life cycle of services to ensure that 
a service’s records are kept at all stages of its lifecycle. The repository keeps a 
record of all source code that the organisation develops and provides an audit 
trail of any previous versions, therefore controlling and monitoring services.  
The repository can be a separate element or form part of a registry.   

Policies: Policies govern the behavior of a service by supplying the rules 
and constraints that a service needs for successful interaction (Erl, 2006). These 
characteristics include behavior, preferences, technical limitations and quality 
of service. Rules and constraints are machine-to-machine specifications that are 
expressed programmatically as assertions and grouped into various 
combinations (Erl, 2008).  Table 1 illustrates that policies are dealt with at 
different organisational tiers such as management, architectural and technical. 
Policy management systems ensure that policies comply with organisational 
standards, are visible and that they are associated with services. Vendors 
support the definition of a variety of policies to address aspects such as 
security, trust, reliability, service-level agreements and composition, as shown 
in table 1.  

Lifecycle management: SOA Lifecycle Management assists with 
governance by monitoring and controlling policies and processes across the 
complete SOA lifecycle (Marks & Bell, 2006).  It ensures that any changes to a 
service is monitored and controlled to ensure that the quality of the service 
remains consistent. Without it, policies may be violated, which may result in 
noncompliant inefficient services.  

By using the abovementioned mechanisms to implement SOA 
Governance, developers thus have visibility to available services. With a 
registry and/or a repository in place, they are able to get detailed information 
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about services by means of their metadata attributes that detail all aspects of the 
service. In addition, by managing all services aspects in a central location, 
lifecycle management, change management and impact analysis are facilitated.  

An analysis of the table and vendors’ approaches identifies that: 

 Vendors generally approach SOA governance from their own perspective. 
Some follow a registry-based approach to control services and policies, and 
others govern the execution of service interaction. Organisations attempting 
to address governance comprehensively thus need to integrate various tools to 
be able to do so.    

 Policies are the key element to vendor approaches. Various different types of 
policies are defined in machine-readable syntax, and are automatically 
associated with services to control service interaction.  

 Vendors support interoperability by adhering to WS specifications.  

 Organisations implementing service-oriented systems can be locked into the 
approach of a specific vendor. This may be to the detriment of the 
implementation of service-oriented principles such as loose coupling and 
composability.   

In order to further identify SOA aspects and artefacts that need to be 
governed, the following section investigates the SOA Reference Model. This 
may identify additional elements that need to be employed to strengthen 
governance.   

4 SOA REFERENCE MODEL  
The SOA Reference Model (RM), based on the OASIS SOA RM v1.0 (Brown, 
et al.  2006) is an abstract framework that focuses on describing services, and 
the significant relationships and key concepts between them.  Key concepts 
related to the SOA Reference Model namely, visibility, interaction and real 
world effect are described next. 

 Visibility: Visibility is when a service consumer has a description of the 
service and the necessary rules that apply to the service, available to them.  
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Interaction: Interaction is characterized by actions that occur from 
passing information between services in the form of messages, or by altering 
the state of a shared resource. The structure and semantics of exchanged 
messages is described by an Information Model. A Behaviour Model gives an 
understanding of service actions, responses, and temporal dependencies 
between actions on the service. The essence of interaction is grounded in a 
particular execution context.   

Execution context is the agreed upon elements and conditions under 
which interaction can take place (Brown, et al. 2006) within a specific 
instantiation of a service (Estes, et al. 2006). Different instances of the same 
service thus have different execution contexts. The execution context may also 
evolve during a service interaction. The outcome of execution context is either 
a change of state or the exchange of information.  This is referred to as the real 
world effect.    

 Real World Effect: The real world effect is a change of state that has 
occurred by services participating in the exchange of messages.   

To gain an understanding of these concepts, consider the following 
example: There exists a ServiceA, whose service description is made available 
to others. Its associated policy, Policy1 is also available to service consumers. 
Visibility is thus an aspect that is addressed by current SOA governance 
technology through for instance, registries.  

Furthermore, Policy1 contains 2 rules. Rule 1 states that if the service 
consumer is internal to the organisation, a username/password parameter is 
sufficient, but no QoS guarantees are applicable; alternatively, rule 2 states that 
if the service consumer is external to the organisation, a certificate must be 
presented, credit card details will be encrypted and QoS guarantees are 
applicable. Policy1 governs the interactions of ServiceA with its consumers, but 
may also be applicable to many other services. It is now possible that a service 
consumer, external to the organisation, supplies a username/password, and is 
granted access to ServiceA unintentionally. This happens because the service 
consumer has not agreed to a service contract, and is choosing to follow rule 1. 
Consequently, in this interaction, ServiceA may be improperly used and 
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successive service interactions containing credit card details may be 
unencrypted. This highlights the fact that a policy may be applied improperly, 
as the consumer has not agreed to use rule 2, and the execution context of 
ServiceA may differ from one instantiation to the next. It may also differ for 
different types of service consumers. If this interaction is not actively 
monitored, the fact that policies are not properly applied may go unnoticed, and 
the interaction is not adequately controlled. Current SOA governance 
technology does not sufficiently address this problem.   

Finally, the change of state occurs for example if ServiceA is accessed to 
reserve a seat on a flight.  This results in ServiceA reserving a seat and 
receiving money, and the service consumer receiving a reserved seat in 
exchange for money. To ensure that proper governance of service interaction 
takes place, the change in state also needs to be monitored. If governance of the 
visibility, interaction, and change in state is not performed, the result is that a 
service can be misused; timely remedial action does not occur; or an invalid 
change of state has occurred. This highlights the following:   

 Policies are not agreed to by service consumers, can be applied ambiguously 
by enforcement points, leading to an improper change in state.  

 Different instances of the same service have different execution contexts.  

 The execution context of a service interaction needs to be actively monitored.  

Using policies for governance cannot prevent this situation from 
occurring. The next section introduces the service contract, to identify the role 
that it may play to strengthen SOA Governance.  

5 SERVICE CONTRACTS 
Service contracts form the foundation for communication between services and 
therefore represent the most fundamental architectural element of an SOA (Erl, 
2008). It supports the relationship between a service and its consumer, and can 
assist to establish an agreement, and maintain trust between parties. It is not 
required for the agreement to be entered into legally or to be explicitly 
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negotiated (OASIS SOA Reference Model Technical Committee, 2006; 
Jencmen & Yehudai, 2006).  

Service contracts are typically unique to a specific service/consumer 
relationship. It contains formal policies, as well as agreements that are unique 
to the parties. Furthermore, only semantic information that the organisation 
wants to make public forms part of the contract (Erl, 2008).  A service contract 
is said to be in place when a valid interaction has taken place (OASIS SOA 
Reference Model Technical Committee, 2006).  Because consumers may vary, 
there may be multiple service contracts for a single service. SOA governance 
consequently becomes a process that produces services with a service contract 
that can be trusted.   

Different combinations of policies, applicable to a service, are attached to 
its service contract.  A policy combination that suits given parties is chosen, and 
the said parties are in agreement regarding the chosen policy combination. 
Next, a definition of both a policy and service contract is given to distinguish 
between these concepts.  

Policy: A policy is the rules and constraints that govern different aspects 
of service interaction such as security or reliability. It can be applied to any 
number of contracts.  Examples of policy statements include:  

 All interactions with services must be secured with SSL.  

 All users should be authenticated with encrypted passwords.   

 The service should be available 95% of time.   

Service contract: A service contract provides a precise and unambiguous 
agreement as to how a service and its consumer will interact. It provides a 
formal definition of the functional and non-functional aspects of the service. 
The functional aspects include the service endpoint, service operations, input 
and output messages supported by each operation, and the data representation 
model of each message's content. The non-functional aspects include the rules 
and constraints that govern the interaction of service operations. It can also 
include higher business-level characteristics that are not fundamental to the 
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service interaction, such as legal requirements. A service contract thus consists 
of various types of policy statements that can be considered as the clauses of 
the service contract. 

Current standards and technology is widely available to support basic 
forms of service contracts. For web services, a service contract is collectively 
viewed as the technical service description defined by WSDL (Christensen, et 
al. 2001), XSD schemas (Davidson, et al. 1999) and a set of policy documents.  
Specifications that are used to define policy documents include WS-Policy 
(Bajaj, et al. 2006), which is used as a container for specifying a range of policy 
considerations. Specifications such as WS-Security (Hallam-Baker, et al. 2006), 
Web Services Business Process Execution Language (WS-BPEL) (Alves, et al. 
2007), Web Service Level Agreements (WSLA) (Dan, et al. 2003) and Web 
Service Offerings Language (WSOL) are used to specify a variety of non-
functional requirements. Future developments such as the Ontology Web 
Language for Services (OWL-S) (Burstein, et al. 2004) aim to provide a better 
language for defining service contracts. 

The following section describes a framework for SOA governance that 
centrally positions service contracts in its approach.    

6 GOVERNANCE-BY-CONTRACT FRAMEWORK   
As stated, the aim of SOA governance is to control, enforce and monitor 
services throughout their life-cycle, ensuring that they can be reused in an 
accountable manner and across domains of control. To address this, the 
framework for governance-by-contract consists of two phases. The first phase 
addresses control by service contract design, and the second, enforce and 
monitor by the enablement of governance-by-contract. The framework does not 
aim to replace current SOA governance technology, but rather aims to define an 
approach to using such technology. The main focus of the framework is to 
address the role that service contracts can play to strengthen SOA governance. 
The first phase to be addressed is service contract design.  
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6.1 Service contract design  
For governance, control means to ensure that adequate measures are in place to 
provide assurance that objectives will be achieved and undesirable events will 
be prevented or detected and corrected (IT Governance Institute, 2007).  For 
SOA governance this means creating, implementing and managing policies and 
service contracts to provide rules and constraints for a service and its 
consumers to follow.  Also, because the service contract is shared amongst 
service consumers, its design is particularly important. Service consumers 
agreeing to the service contract become dependent on its definition. Therefore, 
service contracts need to be carefully designed, maintained and versioned after 
their initial release.  

Service contracts, designed with a view on service governance should be 
created as follows: 

 Standardise the vocabulary that will be used to describe policies and service 
contracts.  

 Design the functional interface of the service. 

 Design the non-functional requirements of the service such as security, 
reliability, or service-level agreements. This process should formally consider 
governance frameworks that the organisation complies with such as Cobit (IT 
Governance Institute, 2007).  

 Identify each possible execution context required for a service interaction. 
Service consumer or group of consumers may require different levels of, for 
instance, service-level agreements or security.   

 Identify policies required by each execution context of a service.  

 Associate policies to the service contract for a specific execution context.  

Because a service contract is specific to the interaction between a 
consumer and the service, it can establish reference points for monitoring and 
tracking whether or not service consumers are abiding by the requirements 
specified in the service contract. Therefore, designing a service contract with 
governance in mind will strengthen the governance process.  
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Furthermore, the framework is based on the notion of varying levels of 
service contracts. For example, the service contract of a service that provides 
weather reports for portal applications do not need a high level of governance, 
but that same service may need strict governance if it is being used by a 
military system. The weather service used by portal applications interacts with 
a basic service contract that consists of functional specifications. Consequently, 
a low level of SOA governance needs to be implemented. For instance, the 
visibility of the service can be ensured through a registry. On the other hand, 
the weather service used by a military system needs to be protected by 
associating information security policies to its service contract. In this case, 
governance of the service execution is required to ensure that rules and 
constraints attached to the service contract are properly applied. As more non-
functional aspects are added to a service contract, the required degree of 
governance thus increases.  

Policies are applied to each service contract according to the non-
functional requirements of the service. Previous research identified that service 
contracts can be structured according to such aspects (Jencmen, 2006; Cubera, 
2007). The framework now proposes that service contracts are structured 
according to three high-level categories, namely: 

 Basic: A basic contract addresses the functional aspects of a service such as 
how to locate the service and what the service is about. Such a contract is used 
when a service has minimum requirements with respect to governance, as it 
has little impact on the performance of the organisation.  

 QoS: A QoS service contract addresses non-functional aspects such as 
security, reliable delivery, and performance. There are a variety of QoS 
aspects that can be included to increase the quality of the service. Services 
with such requirements have a significant impact on the performance of the 
organisation and need to be measured to ensure that they meet their 
requirements. These types of service contracts differ for service consumers 
and may be negotiable.  

 Behavioural: To consider the dependencies between the functions provided by 
the service, the behavioural service contract defines the expected behaviour of 
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a service participating in a conversation with others. The conversation can be 
an orchestration or a composition of services. This contract includes 
requirements to ensure that a service will behave appropriately in a sequential 
context. As conversations take place across different domains, governance of 
these aspects is vital to maintain trust between a service and its consumer.  

Establishing levels of service contracts to assist with governance is a 
challenge that will require significant attention in the future. Service contracts 
cannot be developed in isolation, but their development must be guided by 
current governance frameworks.  The next paragraph addresses the second 
phase of governance-by-contract. 

6.2 Enablement of governance-by-contract 
The quality of service execution can be seen as a reflection on the level of SOA 
governance. If the health of a service degrades during service execution, the 
consumer is directly affected.  To ensure the health of a service, service 
contract clauses are enforced and monitored by applicable enforcement and 
governance points.  

Enforce means to compel components to abide by the rules and 
constraints (Hawkins, 1995). For SOA governance this means implementing 
mechanisms to coerce a service and its consumers to abide by the rules and 
constraints of service contracts. This means to implement the logic for the 
various governance aspects such as enforcement of encryption requirements, 
exceptions, events, or counters, as defined by the service contract.   

Monitor means to ensure that the right things are done and that these are 
in line with policies (IT Governance Institute, 2007).  For SOA governance this 
means confirming whether or not service contracts are being properly applied.  
Monitoring is performed by an external point to monitor the operational state of 
the service.  This is done by observing the change in the state of real world 
values. A monitor has a predefined set of rules, defined according to the service 
contract, which would observe when values cross certain thresholds and the 
QoS of the service deteriorates. The monitor would then raise an alert and 
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provides feedback to the organisation so as to assist with governance. The 
monitor is passive and would not actively manipulate the service. 

Although there are many current SOA governance technologies to govern 
services and their execution, there are no standards or methodologies to capture 
governance requirements from which to build a formal service governance 
model. The governance-by-contract approach is a first step to ensure that the 
service contract is not to be circumvented (Erl, 2008) by discouraging the 
improper application of policy rules, and the misuse of a service or an invalid 
change in state.  

7 CONCLUSION 
SOA governance is a very important and current topic that is being addressed 
by the IT community. It resides at the intersection between a new technology, 
namely SOA, and IT governance. To ensure the success of SOA, firm and 
consistent governance is needed.  

Current approaches to SOA governance may lead to policies being 
applied ambiguously when service interaction occurs. To address this problem, 
service contracts are created for specific consumers or groups of consumers and 
these are agreed upon. The proposed governance-by-contract framework 
identifies how service contracts are designed with governance in mind, and 
includes mechanisms to control, enforce and monitor services.  The 
governance-by-contract approach addresses aspects such as security 
requirements, service-level agreements based on QoS and key process 
indicators, and performance management, as set out in the service contract. The 
framework does not aim to replace current SOA governance technology, but 
rather seeks to use this technology to approach governance comprehensively.       

This paper has introduced the concept of governance-by-contract. There 
is still much work to be done regarding the design of service contracts and their 
enablement. Future research aims to investigate, for example, information 
security governance frameworks in order to define a formal approach to 
defining the information security policies of a service contract and its 
enablement.   
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ABSTRACT

This paper will present an implementation of the Advanced Encryption Stan-
dard (AES) on the graphics processing unit (GPU). It investigates the ease
of implementation from first principles and the difficulties encountered. It
also presents a performance analysis to evaluate if the GPU is a viable op-
tion for a cryptographics platform. The AES implementation is found to
yield orders of maginitude increased performance when compared to CPU
based implementations. Although the implementation introduces compli-
cations, these are quickly becoming mitigated by the growing accessibility
provided by general programming on graphics processing units (GPGPU)
frameworks like NVIDIA’s Compute Uniform Device Architechture (CUDA)
and AMD/ATI’s Close to Metal (CTM).
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A CANONICAL IMPLEMENTATION OF THE

ADVANCED ENCRYPTION STANDARD ON THE

GRAPHICS PROCESSING UNIT

1 INTRODUCTION

General programming on graphics processing units (GPGPU) refers to non-
graphics related programming operations being performed on the graphics
processing unit (GPU) rather that on the CPU. This programming paradign
opens up many possibilities for increased performance by utilising the spe-
cialised processing nature of the GPU. There are currently two frameworks
available to program GPUs, namely Compute Uniform Device Architechture
(CUDA) [3] from NVIDIA and Close to Metal (CTM) [2] from AMD/ATI.
These frameworks currently only support their native GPU architechture
and as a result are not portable across all hardware. GPGPU can, how-
ever, be acheived from first principles in a general way that allows the code
to be executed on a wide range of different hardware configurations. This
method will be explained in section ??. This approach requires that man-
ufacturer specfic caveats and optimizations cannot be taken advantage of,
since a canonical implementation is being presented general applicability is
more important that specifically optimised performance. There are a num-
ber of popular cryptographic algorithms in use in computing today including
AES [6], Triple DES [9], and Blowfish [12]. Rijndael (AES) was selected for
sample implemetation as it is the FIPS accepted Advanced Encyption Stan-
dard [6]. This paper seek to investigate, in detail, the implementation of AES
on a GPU, more specifically it will be concerned purely with the encryption
process as the decryption process is similar. It also presents a performance
analysis of the implementation in comparison to CPU based implementations
and discussion to substantiate the results. Finally sample applications and
proposed future derivative works are suggested.

2 AES ENCRYPTION

Advanced Encryption Standard (AES) is a symmetric key cryptographic al-
gorithm also known as Rijndael designed by Vincent Rijmen and Joan Dae-
men in 1998, it was subsequently adopted as the Advanced Encryption Stan-
dard in 2002. AES is a block cipher which means that is encrypts data in

1
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Table 1: Key-Block-Round Combinations

Type Key Length Block Size Number of Rounds

AES-128 4 4 10
AES-192 6 4 12
AES-256 8 4 14

Algorithm 1 AES Encryption Pseudocode

KeyExpansion
I n i t i a l Round
AddRoundKey

f o r N = 1 to Rounds−1
SubBytes
ShiftRows
MixColumns
AddRoundKey

SubBytes
ShiftRows
AddRoundKey

finite blocks as opposed to operating on a stream like Trivium [7]. The block
of data to be encrypted is termed the state. In AES the state is a 4x4 matrix
of bytes (figure 1). The state paired with an encryption key of a certain
length form the inputs for the AES algorithm. AES is comprised of four dif-
ferent stages, which together represent a single round. Each stage performs
some operations on the current state. The number of rounds varies with
different implementations of AES (table 1). This paper implements AES-
128. Algorithm 1 gives the pseudocode for the AES Encryption process and
a depiction of an encryption stage is shown in figure 2. It should be noted
that the final round of the encryption process varies from the rest as the mix
columns stage is ommitted.

2
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Figure 1: AES Encryption State

Figure 2: AES Encryption Round

3
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3 GENERAL PROGRAMMING ON GRAPHICS PROCESSING

UNITS

Until the third generation of GPUs was released in 2001, GPUs were not
programmable and were merely configurable to a limited degree. The advent
of this generation exposed areas of the graphics pipeline to programmers al-
lowing them execute custom code on the GPU. This is achieved through pixel
shaders which execute once on each rendered pixel in the viewport. Colour,
vertex and normal data does not need to be interpreted geometrically but are
in fact just arrays of numbers. Rendering an NxN quad onto the screen call
the execution of any mapped pixel shaders on each of the N

2 elements of the
quad and their output value overwrites the value currently at that position
in the quad. Once a problem has been formulated in terms of shaders and
rendering it can be mapped and solved on the GPU. A thorough treatise
of the basics of GPGPU and how it can be achieved from first principles is
given in [10].

4 APPROACH

At the time of writing there are three different shader languages available
for programmable shaders: HLSL [4], GLSlang [11] and Cg [1]. Cg and the
OpenGL API were used for this implementation. The basis for the AES
encryption algorithm is rooted deeply in algebra and the technical specifics
of the algorithm [6] have been omitted from this paper. This section will
present a high level view of each of the four stages of the encryption process
and how each was modelled on the GPU. Each stage of the encryption process
was implemented in a separate shader. The four shaders were each executed
in order ten times on the initial state to encrypt the data.

4.1 Encryption Stages

Key Expansion

The first stage in the AES encryption process is to expand the key to ten
times its original size such that there is a key for each round of the algorithm
[6]. This is a pre-process to the encryption process and as such the expanded
key was precomputed.

4
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Substitute Bytes

The substitute bytes step of the algorithm replaces each byte in the current
state with a corresponding byte using an 8-bit Sbox [6]. The Sbox repre-
sents a non-linear transformation. This transformation can be represented
in matrix form as:



b1

b2

b3

b4

b5

b6

b7

b8





=





1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1









b1

b2

b3

b4

b5

b6

b7

b8





+





1
1
0
0
0
1
1
0





The actual transformations to generate the Sbox do not need to be computed
explicitly. As the values are constant for a given initial b vector. There
are 256 different different b vectors and as a result 256 corresponding Sbox
transformed values. The operation can be viewed as a table look up. Thus
the resulting look up values for all 28 initial b vectors can be computed and
stored in a 16x16 texture. The GPU indexes into this texture using the
current byte in the state and received the Sbox transformed value, which is
then written into its place.

Shift Rows

The shift rows operation cycles the bytes in each row cyclically left. The first
row is not shifted, the second row is shifted one position, the third row two
positions and finally the forth row three positions [6]. The shift operation
is performed on the GPU by offsetting the current fragment shaders texture
coordinates based on its row and performing a single texture look up on its
own texture.

Mix Columns

The mix columns stage operates on each of the four columns of the state.
Each column of the state is representative of a four-term polynomial over the
Galois field GF(28) [6], this polynomial is multiplied modulo x

4 + 1 with the
fixed polynomial a(x), given by:

a(x) = {03}x3 + {01}x2 + {01}x1 + {02}

5
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Figure 3: Bitwise Fields

(a) XOR. (b) AND. (c) OR.

This can be written as a logical bitwise matrix multiplication in the form
s(x)′ = a(x) ⊕ s(x). Shader languages like Cg do not have support for
logical operations [8]. Although reservation has been made for the
corresponding symbols &, | and ^ [8], they had not been implemented at
time of writing. This makes a seemingly trivial task like a logical XOR
impossible to perform without some other mechanism in place. In order to
provide this functionality, a look up table of values was precomputed and
stored in a texture. A 256x256 texture was used and its red, green and blue
colour channels corresponded to the XOR, OR and AND operations
respectively. These are all binary operations and the x and y indices of the
texture correspond to the operands and the values stored in each channel to
the resulting binary operations value. When a bitwise operation needed to
be performed the two operands were scaled to the texture coordinate range
of [0.0 . . . 1.0] and a dependent texture look up was performed on the
texture. The resulting colour channel could then be read to give the XOR,
OR or AND of the operands respectively. Figure 3 depicts the red, green
and blue channels respectively. The limitation of this implementation is the
range of values of the operands. A single 256x256 texture was used and
since AES operates within this range of values, these constraints were not
problematic.

Add Round Key

The add round key stage XORs the current key with the state. With bitwise
operations the XOR operation can be implemented as the XOR between the
current byte of the state and the corresponding byte of the key.

6
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4.2 Algorithm Execution

With each of the operations of AES implemented, the whole encryption
process can be achieve by encoding the initial state and expanded round
key into textures. A 4x4 pixel quad was then rendered to the screen with the
initial sub bytes fragment shader bound. This produced the output for the
first stage of the AES encryption. The contents of the frame buffer were then
copied back into the texture using a render to texture feedback mechanism
after which the shift rows fragment shader was loaded and another 4x4 pixel
quad rendered. This process was replicated for the mix columns and add
round key stages to yield one iteration of the AES encryption. Since ten
iterations were required, the whole process is preformed 10 times giving the
encrypted state. Care was taken to treat the final iteration correctly, since
the add round key operation does not take place here [6].

4.3 State Tiling

GPU shader operations take place in parallel [10]. Since the only data de-
pendence in AES encryption is that the stages of the encryption take place
in order there is no reason to limit processing to a single state per rendering
if more than one can be represented. If a single 4x4 texture were used to
represent the current state it would utilise less than 0.0016% of a 1024x1024
view space. For this reason 65, 536 state were tiled across the view port to
enable complete utilisation of the view space as in figure 4.

5 TESTING CONFIGURATION

The GPU implementation was benchmarked for speed and accuracy. Its
speed was measured by how much data it could encrypt per second. This
amount was measured as the average amount of data encrypted per second
over a 60 second run. All runs were executed on the machine specification
detailed in table 2. The encryptions were performed on deterministically ran-
dom data. The results of each stage of the AES encryption process were cross
validated against OpenSSL’s AES implementation [5] to ensure correctness.

7
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Figure 4: State Tiling in the View port

Table 2: Test Platform Configuration

Category Details

Processor Intel Core 2 Duo (1.86Ghz)
Memory 2048MB DDR2 (400Mhz)
Graphics NVIDIA GeForce 7900 GT (256MB)

Mainboard Intel Corporation Q965
Hard drive 80GB SATA

Operating System Windows XP Service Pack 2
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Table 3: AES Encryption Rate
Type Encryptions per Second (16-byte state)

CPU 7254.25
GPU 25449.65

Table 4: Maximum Encryption Rate

Type Encryption Rate (Mb/s)

CPU 2.32
GPU 12.00

6 RESULTS

Tables 3 and 4 show the average number of complete AES encryptions per-
formed on both the CPU and GPU and the average encryption rate.

7 PERFORMANCE ANALYSIS

Considering the results of both the CPU and GPU implementations in table
4 the GPU outperforms the CPU by 5.17 times. It is important to gain
a deeper understanding of what causes this vast performance increase. In
general GPUs are slower than CPUs on the clock speed basis the performance
gain is not due to this. Figure 5 shows the results of the GPU implementation
of AES encryption with increasing numbers of states tiled into the the view
port. It may seem retrogressive to look at performance results with smaller
tiling, but it is instructive in understanding how the results in table 3 are
achieved. It can be seen from figure 5 that data volume is not bottle-necking
the encryption process, as when more data is tiled into the view port the
encryption rate increases. GPUs perform well on large streams on uniform
data and this statement is mirrored by the graph. Using a view port of
1024x1024 and tiling the states, as detailed in subsection 4.3, allowed all
of them to be encrypted in parallel. This allowed for far more data to be
encrypted per rendering. A CPU cannot do this, thus gains nothing from
being passed more concurrent data as it all needs to be processed sequentially
anyway. Figure 5 implies that more blocks will yield even higher encryption
rates. There is a limit to the size of the renderable surface while maintaining
a 1:1 aspect ratio. This problem can be circumvented in a number of ways

9
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Figure 5: AES Encryption Rate
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but these methods are not general and as a result is one of the advantages
of GPGPU frameworks like CUDA and CTM.

8 CONCLUSION

The results in section 6 show that high performance encryption is possible
on the GPU. The unoptimized implementation used exhibited large perfor-
mance increases over the CPU implementation. The results show that this
performance increase is due to the parallel processing nature of the GPU
and its ability to operate on more than one data item concurrently. By tiling
more that one state into the view port the GPU is able to take advantage
of the per-stage parallelism of AES and yield large performance gains. As
mentioned on the outset the implementation was restricted to a canonical
method such that it could illustrate a proof of concept that is invariable
across different hardware configurations. In recent months a large emphasis
has been placed on the computing power of GPUs and as a result general
computing framework have been released from both NVIDIA and ATI. These
allow for more fine grained thread control of the execution of the code which
is beyond the OpenGL implementation presented here. The advantage of
the implementation presented here is that is that it achieves the same ends
as an implementation on CUDA or CTM would but without the abstrac-
tion layer that masks the finer implementation details. The developments
in CUDA and CTM have largely eclipsed this kind of GPGPU development,
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however it still remains important as a foundation of understanding. This
implementation paves the way for implementing further mainstream crypto-
graphic algorithms like 3DES and Blowfish on the GPU and making similar
performance analyses.
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ABSTRACT 

This paper investigates the cause for the slow adoption of biometric 
authentication in the South African (SA) banking sector and constitutes 
exploratory research.  

Various definitions of biometrics are analysed to determine the 
common elements.  Based on these elements, a new definition is proposed.  

This study is limited to the use of biometric technology within the 
financial services sector. Within the said sector, specific focus is placed on 
the four leading SA banks.  A survey was conducted and forty usable 
responses were received.     The initial results of the survey are analysed and 
interpreted in this article. The survey also provides insight into current and 
future biometric technologies used for authentication purposes within the 
financial services sector. 

The value of this article is that is provides insight into the current state of 
biometric technology in SA. 
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Biometrics, authentication, financial sector, banks, empirical research, 
questionnaire. 
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INVESTIGATING THE FACTORS IMPACTING 

THE ADOPTION OF BIOMETRIC 

TECHNOLOGY BY SOUTH AFRICAN BANKS 

1 INTRODUCTION 
The complexity surrounding the challenges in information security 
continues to grow. These challenges are brought about by ever-increasing 
incidents of unlawful activity on the internet and viruses that are now 
propagating at unprecedented speeds. In addition to this, criminal exploits 
such as “Nigerian scams” also known as “419 scams” and other forms of 
email fraud and intolerable spam irk computer users around the world 
(Skalak et al., 2007). 

There has also been a significant tightening of legislation around 
privacy and confidentiality of personally identifiable financial, health or 
other sensitive information. These governance and legislative requirements 
bring about a different way of thinking when using and deploying 
technology in general, especially for security experts whose responsibility it 
is to put systems in place that meet these legal requirements (Whitman, 
2006). 

Identification and authentication have typically been achieved by 
individuals displaying a document such as a licence or a passport, that is, 
something they have in their possession. In some cases, a user has also been 
required to produce a password or a personal identification number (PIN), 
that is, something they know.   In digital environments, it is more common 
to use something you have, a username together with something you know, 
a password (Nanavati et al., 2002; Layton, 2007). 

The authentication challenges that arose from using only something 
you know and have were brought about by attempts to remember the latter.  
These attempts ranged from the password or passkey being written down, 
shared with colleagues, being attacked by an intruder through guess work or 
social engineering, being attacked using brute force and many other ways.  
As the sophistication and number of attacks increases, more secure and 
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accurate measures or authentication are required leading to the investigation 
of something the user ‘is’: biometrics (Krutz et al., 2003).  

Financial institutions are particularly vulnerable when it comes to 
authentication as several cases of unauthorised account access have been 
reported in the media (Da Silva, 2007).  Several international banks have 
already adopted biometrics as an authentication mechanism (Krawczyk et 
al., 2005) yet SA banks seem to lag behind this trend.  The goal of this paper 
is to report on the findings of the empirical research that was conducted to 
establish the reasons for this slow adoption.  

This paper represents exploratory research.  Devlin (2006) suggests 
that this approach has the goal of formulating problems more precisely, 
obtaining insight and forming a hypothesis. This type of research is usually 
small-scale and undertaken to define the exact nature of the problem with a 
view to gain better understanding of the environment within which the 
problem exists. 

The research problem is, therefore, the slow adoption of biometric 
technology by SA banks. 

The objectives of this paper are to: 

I. establish if bank employees have ever been exposed to biometric 
technology.  This can be exposure from within the workplace or 
external to their organisations.  This information is used to determine 
how the lack of exposure to biometrics technology affects their 
opinions on whether this technology can work for banking 
applications or not.   

II. capture the perceptions and opinions of the respondents with regards 
to the future use of biometric authentication in their organization.  
These views provide insight to the level of awareness and buy-in on 
biometric authentication and identify the problem areas affecting 
adoption.  

III. measure the participating banks’ interest in biometric technology. 
The survey ascertains if the organization has or is investigating 
biometric authentication.  This information is helpful in determining 
if the participating banks are planning to deploy biometric 
authentication and obtaining information relating to areas where this 
technology is most likely to be deployed. 
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The survey is limited to the use of biometric technology within the 
financial services sector in SA. Within the said sector, participation was 
limited only to the four leading banks, namely Standard Bank of South 
Africa Limited, ABSA Bank, First National Bank and NedBank (STD Bank, 
(2008); ABSA, (2008); Nedbank, (2008); FNB, (2008)). 

The majority of the questions adopted a bipolar scaling method which 
uses a five point Likert scale (Dawes 2008, pg 61-77).  The questionnaire 
consists of the following five main sections: 

1. Background 

2. General Knowledge of Biometrics 

3. Organisational Research 

4. Current Usage 

5. Perceptions 

Following is a short explanation of the purpose of each section. 

1.1 Background  
The purpose of this section is to capture the background of the respondent, 
including limited biographical data. This yielded valuable information 
relating to ethnic or gender preferences.   

1.2 General Knowledge of Biometrics 
This section establishes if the respondent is aware of or has used biometrics 
before.  The aim is to observe from the data gathered if knowledge and 
previous exposure changes the perceived usability and value of biometric 
technology.   

1.3 Organisational Research 

The aim of this section is to measure the participating banks’ interest in 
biometric technology. The study ascertains if the organization has or is 
currently investigating biometric authentication as a viable alternative to 
current information security mechanisms.   

1.4 Current Usage 

This section establishes if the organization is currently using biometric 
authentication as opposed to just investigating it in the previous section.  
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This information is helpful in determining if the participating banks are 
planning on deploying biometric authentication and obtaining information 
relating to areas where this technology is most likely going to be deployed. 

1.5 Perceptions  
The aim of this section is to capture the perceptions and opinions of the 
respondents with regards to the future use of biometric authentication in 
their organisation.  These views provide insight into the level of awareness 
and buy-in on biometric authentication. 

The next section analyses various definitions for biometrics to 
determine the main components. 

 

2 BIOMETRIC AUTHENTICATION 
At the core of security services are identification and authentication, 
authorization, confidentiality, integrity and non-repudiation (Reid 2004:9).  
All these services are interrelated and interdependent.  The focus of this 
paper is on the identification and authentication service. 

As Reid (2004:5) defines it, biometrics is a physical or psychological 
trait that can be measured, recorded, and quantified. In so doing, the trait 
can be used to obtain a biometric enrolment thus determining, with a degree 
of certainty, that someone is the same person in future biometric 
authentications based on their previous enrolment authentications.  

Another view on the definition of biometrics is that of Azari 
(2003:112-113) wherein he states that a biometric is some measurement of 
the biological characteristics of an (human) individual. Under this 
definition, there are many forms of biometric data for which capture and 
verification is possible via some device. Fingerprints, voice recognition, and 
retinal face or hand scanning are all feasible with current technology. 
However, the nature of biometric data is such that there are significant risks 
associated with its capture and use in a secure environment.  

Nanavati et al. (2002:9) offers a more simplified definition wherein he 
states that biometrics is the automated use of physiological or behavioural 
characteristics that determine or verify identity.  

Several aspects of the three definitions as presented above require 
elaboration. It is interesting to note that in all the noted definitions, there are 
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a few common and uncommon terms or views of what makes up a definition 
of biometrics. 

I. Biological  
It is apparent that biometrics has something to do with biological or, in other 
words, physical and/or psychological/physiological traits, and is the starting 
point for the definition of biometrics. This trait is one that fits back into the 
three pillars of authentication (Reid, 2004:9). This trait is something the user 
is, and can be used on its own or along with something the user knows or 
has. 

II. Measurable  
The two definitions by Reid (2004) and Azari (2003) as presented above 
speak of the biological trait being measurable. This suggests that there must 
be some level of uniqueness in the biometric trait for it to be measurable 
(uniqueness thereof), and be used for authentication. This measurement is 
then used to compare the user’s presented biometric to the stored or trusted 
biometric trait.  

III. Recording or Enrolment  
This term is unique to the definition by Reid (2004). It suggests that there is 
a point where the biometric trait is recorded for future use. The use of this 
recorded biometric trait is for comparisons between this known biometric 
trait and an unknown biometric trait that will need to be authenticated. 
During the enrolment phase, the individual’s biological trait is converted 
into a digital string called a template. The engine that performs the 
conversion is then referred to as a biometric algorithm. This enrolment 
process is the key to the performance and accuracy of the biometric 
application (“biometric system”). 

IV. Automation 
Unique to the definition by Nanavati et al. (2002) is reference to the notion 
of automation. This refers to the comparisons of the stored template and the 
live or presented template, that take place for the purposes of authentication. 
This suggests that if this comparison process is manual, then it does not 
qualify as a biometric process. 
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V. Determination or verification  
Nanavati et al. (2002) further speaks of a process of determination or 
verification. These terms are unique to this definition. Determining versus 
verifying identity represents a fundamental distinction in biometric usage. 
Determining is also referred to as identification, and is a process whereby a 
one-to-one (1:1) matching or comparison takes place during authentication. 
On the other hand, verification is a process whereby one live template is 
matched against a database of many stored templates, represented as (1:N). 

From the analysis of the definitions as discussed above, a new 
definition for the purposes of this article is proposed.  Biometrics is the 
automated use of physiological or behavioural trait/s that can be measured 
and recorded, to determine or verify an individual’s identity. Physiological 
traits include fingerprints, palm veins, eye retina, eye iris, hand 
measurements and facial patterns. Behavioural traits include the way the 
individual walks or gait, typing patterns, signature and the way a person 
speaks. 

Because a person cannot leave their eye or hand on a computer 
monitor as they would a written down username and/or password; or forge 
their Deoxyribonucleic acid (DNA) as they would an Identity Document, 
biometric technology is therefore said to offer better security in applications 
across the board (Real Time North America n.d.). 

With the great number of biometric solutions available in the market, 
the challenge arises in selecting the correct technology to address a specific 
need. 

Care should be taken when selecting the specific biometric solution or 
combination thereof, to address a specific need in order to archive 
maximum security benefits.  Failure to do so may result in catastrophic 
failures, huge financial losses and may even give birth to a national security 
nuisance (Garfinkel, 2005). 

A requirement specific to the banking sector is that authentication of 
clients is allowed from within the same bank and from other banks’ clients 
accessing shared banking resources.  

The next section explains the research design that was followed to 
conduct empirical research. 
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3 RESEARCH DESIGN 
A questionnaire was administered online to gather data from various 
respondents representing the different banks.  The main reason for adopting 
this method over traditional methods of self-administration was to speed up 
the distribution of the questionnaire and collection of data. 

As explained by Greenfield (2002:178-179) and Devlin (2006:131-
135), internet-based surveys can be conducted in two ways: 

I. By using an email to distribute and collect questionnaires. The 
format for such a method could be in one or more of the following: 

o Plain text questions inserted as part of the email;  

o The actual email message formatted in HTML; 

o A formatted questionnaire send as an email attachment; and  

o An interactive questionnaire from an executable file that can 
be sent as an attachment to the email. 

II. By using web pages.  This method entails the administration of the 
questionnaire through internet web pages.  There are many 
applications available that facilitate the design and administration of 
online questionnaires.   

For purposes of this study, a combination of the two discussed 
methods was used.  The URL of the hosting website was sent to the 
respondents via email with a brief explanation of the purpose of the survey.  
In this way, participants can be informed that the questionnaire is available 
online.  Using a web site can then simplify and automate the collection of 
data and monitoring of the progress of the respondents in completing the 
survey.  This is important given the project time constraints and the need to 
speedily reach groups of respondents in different locations (Williman 
2005:289). 

Weekly follow-up emails were then sent to the respondents to 
encourage them to complete the survey before the deadline.  At the 
conclusion, respondents received emails thanking them and informing them 
that the survey period had expired.  

The following paragraph reports on the initial findings of the survey. 
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4 SURVEY FINDINGS  
A total of two hundred and twenty invitations were sent out to individuals 
within the four banks and forty useable responses were received.  This is an 
eighteen percent response rate and deemed sufficient for the purposes of 
investigative research (Educational Benchmarking Knowledge Base, 2005).  
Following are some of the findings: 

4.1 Background  
The purpose of this section was to capture the background of the 
respondent, including limited biographical data. Analysis of the data shows 
that 70% of the participants are males, suggesting that this might be a male 
dominated industry. Furthermore, that 65% of the respondents are above the 
age of 30 while the rest are between the ages of 21 and 30.   

The distribution in age differences will allow for the capturing of 
views from different generations.  Further analysis of these results will yield 
useful information on whether or not the age or the respondent affects 
opinions on the use of new technologies such as biometrics. 

On ethnicity, figure 1 shows an evenly spread distribution 
representative of the South African ethnic population.   

 

 

Figure 1. Ethnicity of respondents 
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Further analysis of this data will show if ethnicity has any impact on 
the acceptance of biometric technology. 

  

4.2 General Knowledge of Biometrics 
This section was aimed at establishing the awareness and experience of 
respondents with biometrics.   

Findings show that 22.5% of respondents had never used biometric 
technology before.  Across the different types of biometric technologies 
available, the top three with which respondents are familiar are fingerprint 
(26%), Voice/Speech (13%) and Signature (13%).   

Half of the respondents indicated that they seldom use biometric 
technology.  This data was further analysed to establish if it has any bearing 
on the respondent’s confidence in the technology. Further findings show 
that despite this high percentage of respondents who seldom use biometric 
technology, 49% of the respondents agree that biometric technology can 
increase security in the Information Technology sector, while 41% strongly 
agree with this.  Together this represents 89% of the respondents as shown 
in figure 2. 

 

 

Figure 2. Relationship between biometrics and increased security 
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Further analysis of this data shows that a lack of exposure to biometric 

technology does not negatively affect personal views on its usefulness.  This 
technology remains favoured as a possible solution to current authentication 
challenges. 

4.3 Organisational Research 
The aim of this section was to measure the participating banks’ interest in 
biometric technology.   

Results show that the investigation of biometric technology has 
exponentially grown in the last 12 months, when compared to the previous 
five years (figure 3).  When comparing data relating to investigations 
conducted from the last 12 months to that of 24 months ago, analysis shows 
a growth of 34.2% in investigations into biometric technology.   

Findings further show that the three most favoured technologies are 
still Fingerprint, Voice/Speech and Signature. This relates back to section 
4.2 that shows that these are the same technologies that respondents have 
been exposed to before.  The growth of interest in Palm scanning also 
increased steadily in the last five years.   

 

 

Figure 3. Investigation of biometric technology 
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Furthermore, 17% of respondents indicated that their organisations 

were not investigating biometrics.  This data needs to be analysed further to 
establish the possible reasons for this.  

 

4.4 Current Usage 
This section was aimed at establishing if the organization is currently using 
biometric authentication.   

Findings show that biometric technology is considered a solution for 
authentication by the majority of respondents.  The areas where this 
technology is likely to be used include internet banking, telephone banking, 
branch network and community banking.  

Favoured technologies for the future are still Fingerprint, 
Voice/Speech, Signature and Palm scanning as shown in figure 4.  This 
relates back to sections 4.2 and 4.3.   

 

 

Figure 4. Investigation of biometric technologies 

 
Further analysis is required to establish if these same technologies will 

be favoured for future use. 
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4.5 Perceptions  
The aim of this section was to capture the perceptions and opinions of the 
respondents with regards to the future use of biometric authentication in 
their organization.   

Findings show that biometrics is considered for use across different 
banking channels (figure 5).   

 

 

Figure 5. Banking channels that could benefit from biometrics 

 
In the Internet Banking channel, Fingerprint, Signature and 

Voice/Speech scanning are seen as alternatives despite the technical barriers 
that could exist to deploy the suggested biometric technology.   

For Telephone banking, Voice/Speech is seen as the biometric 
alternative, while for the ATM and Branch Networks, Fingerprint, Face, 
Retinal and Palm scanning are close favourites.  

The Community banking channel shows great potential for the use of 
biometrics, with Fingerprint, Signature, Face, Retinal and Palm being 
suggested alternatives.   

When it came to the issue of what other factors could be impacting the 
adoption of biometric technology by local banks, standards; bank legacy 
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systems; bank culture; and human cultural habits were seen as possible 
negative adoption factors.  This is graphically illustrated in figure 6. 

On the other hand, legislation and the maturity of biometric 
technology were not seen as negative factors to the adoption of biometric 
technology in the banking sector.  

 

5 CONCLUSION   
The aim of this empirical research was to capture the facts, opinions and 
perceptions of the respondents on the use of biometric technology and the 
factors influencing its adoption in order to formulate the problem more 
precisely, obtain insight and formulate a hypothesis.  The initial results have 
confirmed the original problem statement and have provided current insight 
into the industry.  The hypothesis that follows from this is, therefore, that 
the slow adoption is caused by a combination of several factors rather than 
the technology itself. 
 

 

Figure 6. Factors impacting the adoption by SA banks 
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By means of the first section of the questionnaire, data gathered and 
analysed show that several bank employees have been exposed to biometric 
technology before.  Though some appear to have never used this technology 
before, this does not affect their opinion on biometrics as a possible 
alternative to current security challenges in the banking sector. 

It was also established that there is a definite interest in the use of 
biometric technology across different banking channels. Findings showed 
that the participating local banks have and are investigating biometric 
authentication and that these investigations were not limited to any 
particular biometric trait.      

Perceptions and opinions of the respondents with regard to the future 
use of biometric authentication in their organizations were also successfully 
captured.  These views provided an idea of the level of awareness and buy-
in on biometric authentication and where the problem areas affecting 
adoption exist.   

Future research includes further analysis of the data to determine 
various correlations.  This will provide further insight into the problem of 
slow adoption. 
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ABSTRACT

The greatest threat to Information Security are the employees within an
organization. Many security controls rely on the user in order to be effec-
tive. It is thus vital to educate users about their role(s) in security. Many
companies cannot afford, in terms of time or finances, to replace employees
during training periods. The Web has long since been identified as a viable
alternative to traditional training. To a certain extent, using the Web as a
training platform depends on user buy-in. Web 2.0, which involves users and
is largely user driven, is one way in which such buy-in could be obtained.
This paper will discuss both the data acquisition and storage of Information
Security principles to a centralized knowledge store, from which Web based
Security Education technologies can draw inference. These web based se-
curity education applications should involve the user, thereby securing their
buy-in and adding to the overall effectiveness of the training program. The
use of Resource Definition Framework (RDF), SPARQL Protocol And RDF
Query Language (SPARQL) and the Semantic Web will be discussed as pos-
sible solutions to the storage and transport of represented knowledge between
multiple systems.

KEY WORDS

Information Security, Information Security Education, Web 2.0, Semantic
Web
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ENABLING USER PARTICIPATION IN

WEB-BASED INFORMATION SECURITY

EDUCATION.

1 INTRODUCTION

Information Systems have become a crucial tool to the success of an organi-
zation and thus need to be protected. At the same time these systems should
provide adequate access to the information for the users within the organi-
zation. The protection of information resources is also known as information
security, and is often described as the CIA, or Confidentiality, Integrity and
Availability triangle. These three objectives fall in line with the fundamen-
tal goals of Information Communication Technology (ICT) security (Kruger,
Drevin, & Steyn, 2006). Federal agencies or even Information Technology
(IT) administrators cannot protect the integrity, confidentiality or availabil-
ity of information in today’s highly networked systems without first ensuring
that each and every user of the system is aware and acting on their respon-
sibilities within the information system (NIST 800-16, 1998). Mitnick and
Simon (2002) argues that the greatest threat to Information Security are the
users within an organization. In fact, this is so true that the Computer Se-
curity act of 1987 (Public law [P.L.] 100-235) required that each user within
a federal agency be subjected to periodic training in both security awareness
and computer best practises (NIST 800-16, 1998). The document further
stipulates that these requirements include all users, from upper management
to standard employees and even anyone involved within the operation of a
federal computer system within the agency.

Potentially the most difficult part of security education process is en-
suring user buy-in. The presentation aspect of an educational system should
therefore be on-going, creative, motivational, eye-catching and intuitive, with
the objective of focusing the learners attention so that the learning will be
incorporated into conscious decision making (NIST 800-16, 1998). Another
potential problem is that in the modern, competitive world, organizations
cannot afford to take their users out of the operations of the organization
for sustained periods of time without the company suffering. For sometime
now, Hypermedia (Web-based) education systems have stepped up to the

1
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plate as a solution to this problem. These systems have become known as
E-Learning systems. Adaptive e-learning branched off from static, e-learning
systems and provided an alternative to the ”one-size fits all” e-learning sce-
nario by allowing the system to evolve its interface and the content displayed
by learning from interrogating the user and building a user model. Web-base
Training (WBT), the delivery of instruction or learning content over the In-
ternet and/or an organization’s intranet is fast becoming popular amongst
organizations (Lee, Chamers, & Ely, 2005). Lee et al. (2005) argues that mo-
tivation is a key element in the user acceptance of a training platform. With-
out user acceptance, the educational platform and the content it attempts to
deliver will become nothing more than another neglected, eye-catching, yet
useless lesson (Lee et al., 2005).

This paper argues that the use of recent developments in technology,
such as Web 2.0 and the semantic web, make it possible to keep the user
involved and motivated throughout a training program. This increased at-
tention could enable users to better learn both simple and complex informa-
tion security principles over mediums such as the World Wide Web or the
organizational intranet. This paper also discusses methodologies which can
be implemented to share stored knowledge, about the user profile and the
information security principles being taught, amongst such systems.

2 RESEARCH PARADIGM AND RATIONALE

The purpose of this phenomenological study is to highlight the importance
of the role that the user plays in information security within an organiza-
tion, and to present methods the organization could employ to strengthen
this ”human factor”. The paper is presented using argumentation theory as
discussed in Van Eemeren (2001). This theory is concerned with the arts and
sciences of civil debate, communication and persuasion. The paper does not
necessarily cover new concepts, but rather serves to highlight various pre-
existing technologies and how they are employed together to work towards
the development of a successful, user-driven, Information Security Education
platform.

As far as could be determined by the author, the use of Web 2.0 based
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technologies coupled with the successful data sharing process for inter-educational
knowledge base access (Web 3.0) for information security education systems
has yet to be published. It is the author’s belief that the sharing of such infor-
mation by utilizing a de-centralized, generic knowledge base hosting data per-
taining to information security principles and the user’s profile, from which
various educational tools draw inference would be a large asset in the struggle
towards educating users. Creating interconnected, multi-platform compati-
ble knowledge base access mediums will greatly aid in the strengthening of
the ”human factor” within information security.

The aim of this paper is therefore to show that Web 2.0, its knowledge rep-
resentation storage mechanisms and transfer of this knowledge base between
multiple systems is firstly possible and secondly will aid in the strengthening
of the human factor within an information security environment.

3 WEB-BASED EDUCATION SYSTEMS

Hypermedia or Web-based educational systems, as mentioned previously, is
by no means a technology in its infancy. In fact, ever since the establishment
of the World Wide Web, scientists and scholars have been using the medium
to promote information in static form to users of various web sites. Hyperme-
dia offers a multimedia information environment, supports non-linear access
to information, and provide a means of interaction with the user, all at the
same time integrating the various information formats into a common display
(Liaw, 2001). The rapid growth and development of the World Wide Web
has been the main driving factor in the rapid migration of educational sys-
tems to hypermedia based applications (Liaw, 2001). Liaw (2001) continues
to state that some of the potential benefits of hypermedia based applications
would include: allowing the learner to structure their learning approach, the
ability to pursue cross-references and to ”remember” various aspects of the
learning session.

Based on human cognition, computer assisted learning environments such
as Hypermedia, are based on constructivist learning theory. Variations of this
theory include social constructivism, which focuses more on the social con-
text of learning as well as ”cognitive constructivism” which which states that
learners construct their own knowledge of the world through assimilation and
accommodation (Liaw, 2001). Constructivism learning theory’s educational

3
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ideology is based on the learner constructing their own knowledge. This
knowledge may be constructed through discovery, exploration and investiga-
tion (Cook, 2006). The teacher within a constructivist learning environment
should structure the learning process so that they become a ”co-constructor”
of the knowledge being constructed by the learner, thus forming a partner-
ship between both the student and the teacher (Cook, 2006).

In order for web-based systems to accommodate such learning processes,
they are required to adapt to the learner, their specific needs for constructing
knowledge, as well as the method of presentation of such knowledge for the
learner to review. Adaptive e-learning has been around for some time now
and addresses this very need. Adaptive e-learning systems can be broken into
two main parts: adaptive content generation and adaptive interface design
or presentation. Adaptive content generation is concerned with what con-
tent to show the learner; the learner should not necessarily be shown content
that they are already familiar with. Adaptive presentation involves the user
interface adapting to the preferences of the particular user, so as to avoid the
heterogeneous ”one size fits all” approach to education. The National Insti-
tute of Standards and Technology (NIST) IT Security Training requirements
document requires that security awareness and training presentations should
be designed with recognition that users practice acclimation or a tendency
to tune-out if the stimulus or ”attention-getter” is used repeatedly. Presen-
tations should therefore be ongoing, creative and motivational with focus on
the user to consciously start incorporating new knowledge into their existing
behavioural pattern by way of assimilation (NIST 800-16, 1998). Adaptive
hypermedia systems are perfectly aligned to allow for this constant changing
presentation to occur and to assist the educational system in firstly providing
the correct knowledge whilst at the same time keeping the user’s attention
and adapting to their individual learning style.

It is essential that adaptive e-learning systems collect and model user in-
formation so as to allow for the system to adapt to the user’s characteristics
and preferences (Froschl, 2005). An adaptive e-learning system should also
have a strong knowledge base, from which the system draws inference. The
user model is compared against this knowledge base or ”domain model” and
it is from this comparison that similarities are drawn and progress of the
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learner is quantified. In order to build an Information Security educational
adaptive e-learning suite, an extensive and accurate knowledge base is re-
quired containing various principles from within the subject domain.

New movements such as Web 2.0 have recently come to light in the strug-
gle to keep the user involved in the training program, thereby ensuring their
buy-in and allowing them to effectively participate in the information secu-
rity training exercise. This participation includes both the the learning from
existing information, as well as contribution of their own ontologies pertain-
ing to particular information security principles.

4 WEB 2.0 BASED SYSTEMS

Web 2.0 is a term coined in the first O’Reilly Media Web 2.0 Conference
in 2004. It is loosely defined as a business revolution within the computer
industry caused by the movement to the Internet as a platform and designed
to harness collective intelligence (Needleman, 2007). Web 2.0 is not a tech-
nology, but rather a way of thinking whereby users generate content which
is published, used and managed through network applications in service-
orientated architecture (Judicibus, 2008). Web 2.0 enabled websites also
boast a host of advantages over standard ”Web 1.0” websites. These include:

• The user as a contributor : The user is encouraged to participate in
book reviews, commenting on articles, uploading multimedia such as
photographs etc. Acting on what was previously discussed, this aids
in the necessity to involve the user, thereby ensuring their attention
whilst using the system.

• Trust and collaboration: Services such as wikipedia which are based on
the concept that any user can add an entry and any other user can edit
it (Needleman, 2007).

• Multi-platform applications, above the level of any single device: The
World wide web provided a platform for content delivery over multi-
ple devices. Web 2.0 takes this one step further with mobile devices
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contacting remote servers, using the PC as a docking station and local
cache during the transaction (Needleman, 2007).

• Cost Reductions : Not only are Web 2.0 applications relatively inexpen-
sive to deploy, but in most cases Web 2.0 extensions can be added to
non-Web 2.0 products to further reduce costs. For example, wikis could
be deployed for users to build up knowledge bases and documenta-
tion with relatively little investment from the organization (Zambonini,
2006).

A web based system which actively involves the user as both a contribu-
tor and a casual browser could solve many of the obstacles faced by existing
educational systems. Information Security Education does not always hold
the interest of the users who are to take the courses and therefore what-
ever can be done to aid in the stimulation of the user and therefore the
learning experience would be a huge asset to the training program. Many
web-based information security education or awareness systems exist, how-
ever these systems operate within the confines of closed environments. One
of the major downfalls of Web 2.0 technologies is in their inability to store in-
formation in a computer-readable format and therefore data-acquisition and
sharing amongst various Web 2.0 websites is hindered. Whilst the majority
of Web 2.0 applications typically provide some form of proprietary Applica-
tion Program Interfaces (API) access to their underlying knowledge store,
in order for a remote application to access this knowledge, the accessing ap-
plication should have extensive parsing ability for the remote API set, with
programs often traversing large eXtensible Markup Language (XML) trees to
recover the required data (Heath & Motta, 2007). A storage and transport
medium needs to be identified which will solve the problem of data storage,
facilitating the interoperability of many of these potential Web 2.0 learning
environments, thereby allowing the user access to a wealth of information
and training material, all from a single website. One such technology, pro-
posed by the World Wide Web Consortium (W3C) is already gaining wide
acceptance - namely the Semantic Web.

5 SEMANTIC WEB AS A KNOWLEDGE TRANSPORT AND

STORAGE SYSTEM

Breners-Lee (1998) described the Web as being an information space, whos
goal is to be useful not only for human to human communication, but also
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that machines would be able to participate and help. Breners-Lee (1998)
further discusses that one of the major obstacles has been that information
on the web has in the past been designed for human consumption and even
if the data was represented in a technically sound manner, the structure of
such representation would not be evident to a robot browsing the web. One
of the core goals of the semantic web is to bring progressively more meaning
to the information published on the web (Java et al., 2007). The semantic
web encapsulates information with a collection of metadata which describes
this information. Using standardized query languages such as RDF and Web
Ontology Language (OWL) allows machines and human readers alike access
to the information. The machine readers have access to the underlying meta-
data, whilst for the human readers, this information is masked so as to hide
the underlying architecture and merely provide the information requested.
Machines being exposed to the metadata will benefit from the deep seman-
tic annotations in their application-orientated task processing (Java et al.,
2007).

The semantic web therefore provides a near perfect platform for the de-
velopment of shareable knowledge models on particular problem domains for
the construction of knowledge base systems on an open environment such
as the Internet (Chan, 2007). Such knowledge base systems enable semantic
web agents to draw inference in common formats, thereby allowing for the
ease of distribution and querying of remote knowledge stores without having
to locally store the data. The various engines require a common protocol for
data acquisition and transfer. Some examples of such protocols are RDF and
SPARQL. The exact operation of these protocols is beyond the scope of this
paper.

In order for the semantic web to facilitate the process of knowledge stor-
age and retrieval for Information Security Educational applications, a suit-
able front end environment needs to be created in order for the user to be
able to contribute to the knowledge store. One of the greatest downfalls of
the Semantic Web is the lack of intuitive interface design for creating, mod-
ifying and querying data within the grid.
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This system should be able to translate the information from the user to
a semantic web based format (such as RDF), thereby enabling remote user
applications to share in the accumulated ontology. One such front end has
already been discussed : Web 2.0. The problem therefore becomes whether
Web 2.0 and Semantic Web technologies can co-exist in order to promote user
involvement and support within an Information Security Education System,
thereby attending to both the presentation and data retrieval aspects of a
successful adaptive e-learning system.

6 WEB 2.0 AND THE SEMANTIC WEB

Web 2.0 has aided in the contribution of an unprecedented volume of knowl-
edge to the World Wide Web, through simple yet engaging interfaces, allow-
ing the user to contribute to a vast number of subject domains (Heath &
Motta, 2007). Heath and Motta (2007) continues to describe these heteroge-
neous knowledge stores as using techniques that do not facilitate the scaling
beyond a handful of sources. The semantic web on the other hand provides
the key to large-scale data integration, yet lacks the interactive user inter-
faces necessary to allow for contributions by non-specialists (Heath & Motta,
2007). The perfect hypermedia educational system should therefore provide
an interface using Web 2.0 technologies, yet store the knowledge acquired in
RDF data sets, ready to be shared via an underlying semantic web. This
provision for contribution of knowledge by users would aid in the develop-
ment of Information Security Education systems whereby experts contribute
knowledge which would span world wide for various other educational sys-
tems to access. The following two sub-issues deserves special attention:

1. Contributor Credibility
All users contributing to this wealth of knowledge should be rated to
ensure the validity of such data. As the proposed educational system
will be based on the semantic web, an RDF or Friend Of A Friend
(FOAF) object would be built for each user and other users could rate
this user, increasing their credibility or score on the system. A user
with a high score could be said to be credible, conversely one with a
low score would be deemed an amateur whos contributions should be
questioned or confirmed by a higher ranking contributor. Harnessing
the power of the semantic web, a particular user may already maintain
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an existing RDF describing themselves on a remote site also support-
ing semantic web standard query languages. In this case, a user may
link their profile to the remote FOAF object Unique Resource Identi-
fier (URI), thereby allowing the Information Security Education system
access to additional information about the user, such as qualifications,
employment details, location or whatever the user has decided to pub-
lish in their RDF object. This remote access ability allows the base
system to capture only minimal information about the user onto its
local data store, encouraging the user to rather link to an alternate
URI for the enhancement of their profile.

2. Tagging, not classifying
Heath and Motta (2007) describes a method of tagging Web 2.0 data,
now encapsulated in RDF format, instead of requiring the user to link
the new knowledge under a particular heading or category. This en-
sures ease of contribution by the user, since the information supplied
no longer needs to be fixed within the confines of a particular category.
Knowledge which may not easily be classified is now easily tagged and
stored in the underlying RDF database (Heath & Motta, 2007). Data
about tags associated with particular Information Security principles
would be described using the Tag Ontology and published on the web-
site in Hyper Text Markup Language (HTML) (for human readers)
and via the website’s SPARQL endpoint, enabling machines access to
the knowledge store. Each Information Security Principle is able to be
tagged numerous times, thereby allowing web searches more accuracy
whilst querying the knowledge store. Having tags also allows for re-
lated principles to be displayed to the user whilst they browse the site
or provides a semantic pathway to machines traversing the data.

As the website learning environment would be Web 2.0 powered, each
Information Security Principle would have a section where users could
post their views on the principle, argue for or against its validity and
generate a discussion around the subject area. These discussions would
too be published in RDF format to the underlying semantic web.

As each user on the website has a FOAF object, stored on the central
server, any Information Security application drawing inference from
this knowledge store is able to keep track of the progress of the user,
using user modeling techniques. These user models can then be con-
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verted to RDF and linked against the FOAF object for a particular
user. The ability to track the progress of the education of the user en-
sures feedback to organizations pushing for user training in the field of
Information Security, thereby strengthening the human factor. Organi-
zations could flag certain tags within the system and ensure that their
users complete all training related to these tags. The system will keep
track and quantify the results of the training and give detailed reports
back to the organization as to the understanding of the employee.

Future information security education systems, which incorporates con-
cepts from both Web 2.0 and the Semantic Web should thus, for best results,
exhibit the following characteristics:

• An intuitive, user-involved and morphing interface

• A common knowledge storage format

• A common interface for querying stored knowledge

• Knowledge and data contributions by users of the site

• A simplistic classification of submitted user information

From the above it should be clear that the Web 2.0 philosophy is well
suited to use for interface and interaction design in information security ed-
ucational systems. Similarly, the Semantic Web would be an appropriate
methodology for common data (knowledge) storage and querying, using the
Tag Ontology for classification of the data. The way forward is therefore
quite clear - toward a third generation, Web 3.0, educational system where
various Mashups are able to interconnect and share ontologies and knowl-
edge stores, enabling better access to the knowledge and a more customized
system for all users. Web 3.0 based educational systems should focus on the
backend transports and storage layers, rather than primarily the front end
as has been the case on the Web as of late. Nova Spivak of Radar Networks
describes Web 3.0 as the next big step in Internet development which is still
in its infancy and should be mainstream as of 2010. Spivak is ambitious in
his discussion as to what follows the Web 3.0 era - Web 4.0. Spivak finishes
by stating that in the world of Web 4.0, users will benefit from distributed
searches, intelligent personal agents, semantic databases etc truely work-
ing towards ‘The WebOS‘. Future research regarding Information Security
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Education using the latest Web technologies could include an investigation
into the movement toward distributed searches, a discussion of the technical
storage mechanisms for converting Web 2.0 input into RDF format for use
within the semantic web and the underlying technical implementation for
communication on the network.

7 CONCLUSION

This paper introduced the idea of implementing a hypermedia Information
Security Education platform, powered by Web 2.0 and Semantic web tech-
nologies to get the best of user interaction and knowledge base sharing across
multiple systems - giving rise to a Web 3.0 training platform.

It was argued that by using Web 2.0, non-specialists could generate se-
mantic annotations suitable for use within a semantic web. The use of Web
2.0 ensures user buy-in to the training experience, thereby keeping their at-
tention and educating them in the various Information Security Principles.

It was further argued that these principles could be captured by any user,
however the credibility of such input would be based on a scoring facility, indi-
cated by the credibility and acceptability of each contributor. The comments
facility was also discussed to initiate inter-user communication and arguing,
ensuring a better understanding of each principle, rather than a blind accep-
tance of it. This aids in the embedding of such knowledge in the day to day
actions of the user, greatly adding to the effectiveness of security awareness
campaigns and overall organizational security practises.

Whilst this paper does not, at a technical level, provide a solution on how
to use Web 2.0 to enable user-participation in information education, it does
show that such an approach is definitely possible. Future efforts in line with
this research will be aimed at delivering the more technical hands-on parts
of this solution. It should also be clear that the idea of ensuring user buy-in
into security education programmes by implementing a Web 2.0 interface still
needs to be tested empirically.
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ABSTRACT 

One of the biggest challenges in the field of digital forensics lies in the 
ability to bring all potential evidence into a chronological correlation, and to 
draw appropriate conclusions to allow plausible and reproducible chains of 
activity. The ever-growing size of storage devices results in a considerable 
amount of information to process. Analysing forensic data, as a general rule, 
is a time-critical process. The output of current forensic tools mostly has the 
form of exhaustive lists and tables and can be difficult to manage and 
interpret. These constraints leave forensic specialists with a need for 
improvement in the way they handle huge amounts of suspect data. The 
present paper introduces an attempt to optimize the post-mortem analysis by 
means of visualization. The approach uses output data of current forensic 
tools and allows investigators to visually build correlations, with the aim of 
getting hints as to where it would make sense to start looking for evidence. 
Formerly unrelated primitive objects are visually classified and aggregated 
to more complex objects through attributes. As a result, disk-images can be 
searched for occurrences of patterns similar or close to the ones specified. 
Search results can be of different type; possible examples are graphs of 
statistical distributions or even self-organizing maps.  
 

KEY WORDS 
digital forensics, post-mortem analysis, visual correlation  
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VISUAL CORRELATION IN THE CONTEXT OF 

POST-MORTEM ANALYSIS 

1 INTRODUCTION 
 The field of digital forensics is considered as a branch of common forensic 
science, and has increasingly detached itself from the broader area of 
computer security to become a self-contained forensic discipline over the 
past ten years. Digital forensics are defined in several ways. (Computer 
Legal Experts, 2007) states it as being “[...] the application of computer 
investigation and analysis techniques in the interests of determining 
potential legal evidence”. 

The process of forensic analysis aims at answering questions about 
former system states and events by reproducing chains of digital activity. 
These chains of activity are the result of bringing potential legal evidence 
into a chronological progression and represent one of the most difficult tasks 
for an expert. It is fairly easy to collect information from a system; the 
complexity lies in the ability to correlate bits and pieces into a reproducible 
sequence of past events. Several tools and toolkits have been developed to 
assist forensic experts and security specialists in their daily work, and have 
proven their reliability during the process of forensic analysis. There are 
both open and commercial products available, The Sleuth Kit  (Carrier, The 
Sleuth Kit) and EnCase (EnCase Forensic, 2008) being two prominent and 
widely used examples. The authors emphasize that the approach at hand will 
focus on open source tools only, for the time being. 

 
1.1 Motivation 
A forensic investigation is a time critical process. In most cases, external 
circumstances determine the time available to experts to find supportive 
evidence. Efficiency and an intuitive handling of large sets of data are of 
prime importance to the process of forensic analysis. Most security incidents 
implicate more than just one storage medium. Discussions with Swiss 
security and forensic experts  (Bundeskriminalpolizei, 2008) have shown 
that whenever a set of storage media has to be examined, it is done 
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sequentially. Either, because there is not enough equipment at hand or 
simply, because qualified human resources are low.  

The data that eventually represent evidence, are but a small fraction of 
the data stored on a disk. Furthermore, the capacities of storage media keep 
increasing, which makes it even more difficult for specialists to know where 
it makes sense to start looking for evidence among the data to examine. 
Many of the forensic tools currently in use generate their results as lists or 
tables, whose length depends on the number of matchings found after 
applying one or several filters these tools provide. This leads to the fact, that 
the process of forensic analysis becomes more and more complex in terms 
of getting a quick overview of the data, and the efficiency of the way that 
data is being processed.  

Studies (Miller, 1956) show that the ability of the human brain to 
understand complex structures and the relations they induce can be 
significantly increased through visual stimuli. Hence the approach presented 
in this paper builds upon the assumption that there is a need for a simplified, 
assistive means, which allows for a coherent view on the structures and 
relations of data of different type through the use of abstract visualization. 
The focus of this work is set to the so-called post-mortem analysis, which 
will be discussed in more detail in Section 3. 

The next section will give a brief overview of the process of forensic 
analysis and describe the different phases it consists of. Section 3 will 
outline the post-mortem analysis to introduce the context of the presented 
approach. Section 4 gives an insight into the basic features of common open 
source forensic tools. The fifth section will present the approach the authors 
suggest, and the last section will conclude with a brief summary and outline 
future work.  

 

2 THE PROCESS OF FORENSIC ANALYSIS 
The process of forensic analysis defines a sequence of actions to be taken in 
the event of IT security incidents, e.g. where one or several computers have 
either been used as a target, or as a means to commit a crime. As a general 
rule, the authors divide this process into the following 4 phases:  
 
1. Coverage of the crime scene – covering a crime scene goes beyond the 
seizure of suspect hardware. The surroundings have to be given just as much 
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attention.  For detailed information on crime scene investigation, refer to 
(Fisher, 2000). 
 
2. Data acquisition – if the suspect system is still running, all volatile data 
(this concerns all data held in RAM at runtime and temporary files on the 
hard drive) is to be recovered, if possible without changing the system’s 
actual state. For further details on live acquisition, refer to (Carrier, 2005). 
The second step during data acquisition is called forensic duplication and 
consists of creating exact copies (images) of all hard drives and related 
media like USB sticks, CD-ROMs etc. to a clean hard drive. This process 
can be performed locally or over a secured network channel. In depth 
information on disk imaging can be found in (Carrier, 2005). 
 
3. Post-Mortem analysis – all acquired data images are examined and 
searched for supportive evidence within a secure environment. This analysis 
is always performed on copies, never on the original data. Post-mortem 
analysis will be discussed in more detail in the next section. 
 
4. Consolidation of the investigation’s results – all potential evidence is put 
in chronological correlation, which allows for investigators to draw 
appropriate conclusions, in order to rebuild plausible and reproducible 
chains of activity for further use before court. 

 
3 POST-MORTEM ANALYSIS 
A post-mortem or dead analysis is performed on copies of duplicates 
gathered during data acquisition. Forensic experts can work without the 
pressure of a live system, since there is always a backup of the original 
image available, if necessary. Data acquisition, as a general rule, is done at 
the disk-level. Loss of possible evidence has to be avoided; this is why disk 
images should not be created at the volume, file or application levels. For 
example, if the data would be acquired at the file level, non-allocated space 
would not be copied and hence make a recovery of deleted files impossible. 
Potential evidence is lost at every level of abstraction; therefore data, as a 
rule of thumb, should be acquired at the disk level in order to save every 
byte that may contain evidence. However, there are situations, in which an 
investigator might decide to duplicate data at a higher level. It is up to the 
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expert in charge to decide, where evidence is most likely to be found. This 
decision mostly depends on the expected type of attack, and the experience 
of the specialists assigned to the case. 

A post-mortem analysis examines all the data gathered from a suspect 
system for potential leads and evidence. This analysis is done on all possible 
levels, spanning from the application level down to the disk level, if 
applicable. Points of interest are unallocated space on hard drives (including 
slack space), MAC-times (last modification, access, change), swap space, 
hidden files, deleted files, the structure and content of unknown binaries, log 
files and operating system related information (kernel version, loaded 
modules, registry information on Windows etc.), to name a few. It is highly 
recommended to start with recovering deleted information when conducting 
a post-mortem analysis (Jones, Bejtlich, & Rose, 2005). Most perpetrators 
make sure to delete all information relevant to an investigation, before 
leaving a system. Furthermore, experience shows that a set of suspect data 
can be reviewed more efficiently, if it is previously reduced to what is 
relevant to the process of finding evidence. There is much more to say about 
post-mortem analysis, but doing so would be out of the scope of this paper. 
Suffice it to say, that all the steps of such an analysis can be performed with 
the aid of current forensic tools. Detailed information on how to conduct a 
post-mortem analysis can be found in (Farmer & Venema, 2005).  

As aforementioned, the phase of post-mortem analysis sets the 
foundation for the approach suggested in this paper. The next section will 
briefly discuss the information one can extract with most of the current open 
source forensic tools.  

 

4 OPEN SOURCE FORENSIC TOOLS 
Ever since digital forensics became important to criminal investigation, 
people have been working on tools to assist specialists and simplify the task 
of finding relevant information on corrupted systems. Most of these tools 
significantly improved the process of forensic analysis, mostly by providing 
scripts to automate or partly automate the acquisition, recovery and analysis 
of suspect data. Authorities work with both commercial and open source 
toolkits. Discussions and experience reports show, that one of the most 
recurrent drawbacks of current forensic tools is the graphical user interface 
(GUI) or lack thereof. If available, these GUIs are often complex in their 
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usability and make it difficult to get a fast overview of relevant information. 
However, efforts have been made to address the issue: Brian Carrier’s 
Autopsy (Carrier, Autopsy Forensic Browser, 2008) tool is a notable 
example to account for these efforts.  

Most toolkits are available as a live CD and assemble a collection of 
useful tools for live and dead data acquisition, as well as tools for forensic 
analysis for both Unix-based (The UNIX system, 2008) and Windows 
operating systems. Many suppliers rely on Linux distributions with good 
hardware detection capabilities, such as debian (debian, 2008) or KNOPPIX 
(KNOPPIX, 2008), which builds upon debian. These distributions are very 
convenient in that they allow for an immediate forensic analysis 
environment to be set up. The live CD can be mounted on a still running 
system, commonly referred to as a smoking gun, and an incident response 
can be performed out of the box. Statically pre-compiled binaries are used in 
order to avoid the execution of any system binaries, which might have been 
tampered with, root kits being a current example. An investigator can mount 
a system’s partitions in read-only mode; execution of system binaries is 
prevented as well. Most live CDs provide a host of utilities to extract 
valuable runtime information, such as RAM content, process information, 
network information (open sockets etc.) and other temporary data, which 
would be lost after a system shutdown.  

Tools for data acquisition are indispensable for any forensic toolkit. As 
a general rule, a “good” toolkit will allow experts to duplicate both dynamic 
and static data to any clean hard drive or over an encrypted network 
channel. As for the analysis of acquired disk images, the possibilities are 
far-reaching. Data recovery on different disk levels, timeline analysis 
(through data timestamps), analysis of unknown binaries and meta-data 
analysis, are but a few of the possibilities offered to specialists. EnCase has 
become the state of the art solution for digital forensics among all available 
commercial products on the market. Its feature set is impressive indeed, but 
many of the available products developed in the open source community can 
hold their ground and offer a huge potential for both research and 
development alike.  

The next section discusses a new approach to assist forensic specialists 
in their work during a post-mortem analysis.  
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5 VISUAL CORRELATION 
This section introduces an approach to optimize the post-mortem analysis 
by means of visualization. Based on the facts stated throughout this paper, 
the authors suggest to make use of the advantages brought into play by 
visual and interactive assistance to simplify the process of rebuilding past 
chains of activity. These chains eventually result from correlating initially 
unrelated data and the appropriate interpretation of an investigator, which 
relies on past experience, to obtain legal evidence. The present research is in 
its early stages; a prototype implementation is not yet available but will be 
established in the near future.  

The authors propose a GUI, which uses any set of results from current 
forensic tools as input. This makes sense because all suspect data has 
already been reduced to a subset of relevant data at this point. As a first step, 
the input data needs to be pre-processed in order to be graphically displayed. 
This is done through a logical interface, which recognizes the type of 
information contained in the input set and abstracts it to classes of graphical 
entities. For example, if the input data contains information on i-nodes, 
access times, log files and system processes, the pre-processing will find out 
about four different types of information. From a graphical point of view, 
the interface will display these four entities, each of which stands as a 
representative for its respective type of information (e.g. i-NODE, MAC, 
LOG and PROC). This abstraction is needed, because displaying every 
single entity of the input set would result in an unreadable and hence 
unusable mix-up.  

Each decision one makes depends on former action. The same holds for 
any event on a computer system. Getting back to the suggested approach, 
the process of correlating entities can be performed the very same way. 
Before getting into any further detail, another assumption needs to be made. 
Every data structure is described through a set of properties. These can be 
meta-data, file names, file extensions, file content, network class, process 
information, to name just a few. So each of the representative classes can be 
assigned a set of possible attributes to describe them. An investigator can 
now use this information to visually build correlations between different 
classes. Back in the GUI, a selection of attributes can be made for each of 
the initial graphical entities. The next step consists of aggregating several 
representatives to form a possible correlation. Consider the following 
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example to clarify this process. The GUI initially displays 3 representative 
classes, according to the content found in the input set. These entities are IP, 
@ and LOG. The investigator would like to find out, if a specific e-mail 
address can be put in relation with one or several IP addresses. So he/she 
first selects the e-mail address from the @ class’ sender / recipient attribute 
and proceeds the same way to select a range of IP addresses suggested by 
the IP class. Both graphical entities are then visually correlated, e.g. 
graphically connected to each other, to form what the authors call a visual 
pattern or interrogator. This process of visual correlation is illustrated in 
Figure 1.  

 

 
Fig. 1 The process of visual correlation 
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On a logical level, an interrogator is nothing else than a pattern, which is 
eventually applied to the input data set. The forensic data is being searched 
for matching or similar patterns. In the above example, the result might 
contain one or several entries from a log file, which states that J. Muster has 
sent or received e-mail on the machine with IP 83.78.176.115. This new 
information might give the investigator a new lead and will determine the 
next steps, which might either consist of building a whole new pattern or 
reusing the previous one to correlate even further, e.g. to refine or 
restructure the actual interrogator using additional attributes and classes. 
Another focus will be set on reusability. Most attacks follow specific 
patterns and stand out through unusual activity. Interrogators can be saved 
for reuse, or even previously specified and applied to a certain category of 
forensic data with similar structure. 

In a sense, this concept allows to ask questions in a top-down manner, 
and to reformulate these questions, should the answer be unsatisfying for the 
examiner. The authors believe that this approach will increase the efficiency 
with which investigators correlate suspect data and interpret it to retrace past 
events and system states. The concept presented above provides a simplified 
view on structures and relations of suspect data, and removes a part of the 
complexity when it comes to evaluating long lists of results.  

 
6 CONCLUSION 
The authors have introduced a new approach to the process of post-mortem 
analysis, more precisely, to the correlation of initially unrelated data. They 
propose a visual concept to assist investigators in the process of reproducing 
chains of previous system activity. The complexity and effort, needed to 
process large sets of data, is reduced through abstraction. Content of input 
data sets is classified and displayed by means of graphical class 
representatives. Visual correlation allows forensic experts to easily specify 
search patterns, which can be applied to forensic data. 

The suggested GUI is comparable to the evidence finding process in 
common forensic science. Potential evidence of different type (fingerprints, 
pictures, textile fragments, DNA etc.) is collected and correlated, to verify if 
there is any relation between them that might be used to incriminate a 
suspect.  
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6.1 Future Work 
As aforementioned, this work is current research in its early stages. A first 
prototype has to be developed to deliver a proof of concept. This will allow 
verifying the use and the applicability of the authors’ assumptions. The 
logical interface, which pre-processes and classifies input data sets as 
graphical representatives, is about to be specified. Each of the possible 
representatives with their respective set of attributes will be specified with 
XML Schema (Vlist, 2002). The prototype will be implemented with the 
Java programming language (Flanagan, 2005) to allow for maximum 
portability on different platforms.  

Different possibilities to report results are also being considered. First of 
all, it has not yet been decided how results are being processed and 
displayed to the user. It might be of interest to offer the ability to choose 
from different representations. One might include a plug-in mechanism to 
provide a flexible means to add new reporting types at a later point. Possible 
types could be graphs and diagrams to visualize the number and relations of 
particular matchings. Statistical distributions and even self-organizing maps 
(Kohonen, 2007) might be taken into account. The proposed approach 
leaves room for discussion, but first meetings with researchers and 
professionals alike have shown that there clearly is a need for visual 
concepts in the field of digital forensics. The authors currently seek 
feedback from law enforcement agencies to test the applicability of their 
approach to real digital forensic investigations. 
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