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Abstract—While the robustness of the communication network
infastructure against attacks on the integrity of backbone pro-
tocols such as the Border Gateway Protocol (BGP) and Multi-
Protocol Label Switching (MPLS) protocols has been the subject
of significant earlier work, more limited attention has been paid
to the problem of availability and timeliness that is crucial for
service levels needed in areas such as some financial services and
particularly for the interconnection of smart grid components re-
quiring hard real-time communication which are not necessarily
over completely isolated networks.
In such networks, an adversary will be successful if a targeted
flow or set of flows no longer meets CoS and QoS boundaries, par-
ticularly delay and jitter, even where no outright compromise of
either the flow itself or the control flow is achieved. The attacker’s
objective can be accomplished by interfering with the operation of
the control signalling protocol, but also by influencing the policy
of MPLS nodes and the mitigation mechanisms itself.
In this paper we therefore describe an adversary model and
analysis of attacks based on manipulation of Label Distribution
Protocol (LDP) messages for the purpose of affecting the required
(QoS) and Class of Service (CoS) for a targeted traffic where the
adversary may intentionally modify the policy state of LSRs that
the targeted traffic passes through.

Keywords—Adversary Modelling, Multiprotocol Label Switch-
ing, Real-Time Networks, Quality of Service, Class of Service,
Denial of Service, Crippling Attacks

I. INTRODUCTION

One of the defining characteristics of the global Internet
based on IP is that the degree of robustness to random failure
in conjunction with the prerequisite cost and performance
advantages has allowed it to take over a large number of
functions that have previously been separate networks. The on-
going migration to so-called next generation networks (NGN)
by many carriers and inter-carrier connectivity is resulting in
demands on core networks that have previously been satisfied
by dedicated networks. These demands include reliability and
security, but, in many cases also strict Quality of Service (QoS)
demands including so-called hard real-time requirements. The
mapping of hard real-time characteristics onto the core net-
works and differentiation into service classes relies on policy-
based routing mechanisms rather than mere connectivity which
seek to optimise resource utilisation and cost whilst guarantee-

ing agreed service levels. Although some mechanisms may be
proprietary, Multiprotocol Label Switching (MPLS), together
with the Border Gateway Protocol (BGP) is widely used
both within core networks and among sites or also disparate
organisation networks, typically at the network provider or
carrier level.
Network operators may not wish to share policy information
as this can reveal sensitive information both regarding security
and reliability, but also cost structures and incentives. Policies
will therefore be observable only indirectly, or can be inferred.
Similarly, the service level and QoS agreements between an
end user (e.g. an electric utility, a transmission/distribution grid
operator interconnecting sites or sensors and actuators in a
smart grid environment) and a network provider are likely to
be confidential.
While problems particularly in the trust model used in MPLS
and BGP and the security extensions that are currently de-
ployed and proposed remain, the focus of this paper is to seek
enhanced understanding of the threats particularly for networks
relying on well-defined QoS levels, particularly regarding
timing, delay, and jitter characteristics in addition to hard real-
time bounds.
For this type of threats, we argue that it is desirable to explicitly
construct an adversary model capturing the specific objectives
of degradation and denial of service (DoS), but with limited
subversion capabilities as the latter has been the focus of
related work.
The remainder of this paper is structured as follows: We review
related work mainly in the context of MPLS and policy-based
protocol security in section II, also touching on work on
realising real-time services over IP-based networks. These real-
time properties and requirements are more formally described
and analysed in section III before giving an overview of
policy routing and the MPLS approach in section IV. We then
propose a restricted model of the policy mechanism used in the
subsequent analysis to minimise extraneous detail in section V,
and document our adversary model in section VI, relying on
these model elements for the threat analysis in section VII
before a brief discussion and outlook on on-going work in
section VIII.



II. RELATED WORK

D. Guernsey et al. [1] analysed a wide range of attacks on
MPLS networks for the sake of DoS or diversion of traffics.
Mainly, the mentioned attacks take advantages of the adversary
ability to compromise links among MPLS nodes. However, the
attacks were theoretically highlighted. Alternatively, we would
like to demonstrate the fears of launching similar attacks but
with simulation to show the subsequent results.
M. Spainhower et al. [2] analysed the security of the signalling
protocol RSVP-TE which is used to reserve resources for
traffic engineering in MPLS. The authors demonstrated several
exploits that could allow attacker to gain topology information
by revealing the record route object (RRO) in the reservation
message. Also, the authors stated that the the trust relationship
between Provider Edge (PE) and Customer Edge (CE) nodes
could be violated by using a fabricated RSVP-TE message to
perform traffic engineering inside MPLS domain in case this
type of messages is allowed at the PE node, in addition to the
possibility of launching DoS attack against MPLS by misusing
path messages to exhaust the node resources. However, most of
the mentioned attacks could be mitigated by well configuration
practises, particularly, on the MPLS edges.
MPLS VPN security was analysed by D. Grayson et al. [3],
with the assumption of insider attack. They demonstrated
several exploits that may cause route modification, traffic
injection and DoS mainly by BGP update messages poisoning
or directly injecting malicious traffic into VPNs. However, the
few number of MPLS nodes and the tight security over the
LSRs weaken the possibility of such attacks.
Behringer et al. [4] analysed MPLS VPN security by in-
troducing a practical guide for MPLS security assuming the
service provider is trusted. Therefore, the physical security
of MPLS nodes is not included in the framework as well
as the insider attack scenarios, for example, the altering of
labels inside MPLS domain. The authors claimed that it
is impossible to violate the separation on MPLS VPNs by
implementing a practical separation on addressing, routing and
traffic sides of the architecture unless it has been explicitly
configured. However, the possibility of attacking VPNs by
attacking the MPLS core still exists. In addition, There is a
potential risk of DoS against the provider edge routers which
could be mitigated by securing those routers, for example, by
configuring Access Control Lists ACLs to allow traffic flow
that is coming only from outside.
Moreover, the authors addressed the possibility of label spoof-
ing which is similar to IP spoofing attack where the attacker
forges the IP source address of a packet. Since the MPLS
core is assumed to be trusted, the authors only discussed
the possibility of passing packets with spoofed label to the
MPLS domain edges which would be denied by configuring
the provider edge routers not to accept labeled packets from
outside.
Although the exclusion for the insider attack assumption leads
to ignorance of many security issues, the scenario of com-
promising node in MPLS has not attracted attention. Because
there are usually few MPLS nodes in the backbone domain
and they are closely monitored and physically secured mostly.
Moreover, the signalling protocols in such distributed environ-
ment are cooperative and coordinated to meet the required task
which form a trust relationship amongst these protocols [5].
However, they suggested to use a security mechanisms such

as IPsec over the MPLS infrastructure which would cause a
performance problems in MPLS. As a study by Saad et al [6]
showed that increasing the size of transported payload such
as IPSec in MPLS reduces throughput of the total flow and
introduces more overhead. Alternatively, we perform analysis
of attacks that may cause service degradation for Real-Time
MPLS networks.

III. HARD REAL-TIME NETWORKS

Real-time traffic (hard or soft), generally, has specific
characteristics differ from non-real-time traffic in the fact
that messages delivery is strictly time dependant for the
former. However, Hard-real-time traffic has more stringent
performance requirements than soft-real-time. Therefore, high
performance networks known as hard-real-time networks were
designed to ensure that all messages meet their time con-
straints. Unlike the soft-real-time networks where meeting
certain subset of messages deadlines is the main desire, all
messages deadlines must be met in hard-real-time networks
[7].
The main two characteristics of hard-real-time traffic are time
delay and jitter. According to the definition of IPTD in ITU-T
Rec. [8] time delay (packet transfer delay) is the time it takes
a packet to travel between two endpoints (ingress/egress). It
should be noted that we are going to use this definition for time
delay throughout this paper, unless it was redefined within a
specific context. Formally, let the sending time of a packet i
be Si and the receiving time of that packet be Ri therefore the
time delay of that packet is expressed by the following:

Ti = Ri − Si (1)

Strict time delay is a very crucial characteristic of hard-
real-time traffic. Each packet, explicitly, has a maximum time
delay boundary that must be met by the underline network,
however, it makes no difference how early the packet is
received before the deadline. Apparently, the time delay that
a packet experiences in the network could be seen as the sum
up of all local time delays of a sequence of nodes on the path
that the packet traverses. Setting bounds on such a path would
ensure that every packet is treated according to the required
time delay. Formally, let the time delay that a packet i may
experience in network by Ti, the upper bound on time delay
of the packet be Tmax

i and the maximum time delay (the sum
up of all maximum local delays) of a sequence of nodes along
the path p that the packet traverses be Tmax

p then the bound
on the time delay that may be experienced by the packet could
be expressed by the following:

Ti ≤ Tmax
i ≤ Tmax

p (2)

Strict tight jitter is another characteristic of hard-real-time
traffic. According to the definition of IPTD in ITU-T Rec. [9]
jitter (packet delay variation) is the difference in time delay
between a packet and a reference packet traverse the same
end points (ingress/egress). We identify the reference packet
as the previous packet sent from ingress of the same flow of
the packet of concern. Formally, let the difference of packet
spacing for a pair of packets i, j be Diff which is calculated
as the following [10]:



Diffi,j = (Rj −Ri)− (Sj − Si) = (Rj − Sj)− (Ri − Si)

jitter J for each packet could be calculated continuously
using this difference for the current packet i and the previous
packet i− 1 according to the following formula [10]:

J = J + (|Diffi−1,i| − J)/16 (3)

The term |diffi−1,i| is used because the diff may become in
negative in case packet j arrives before packet i. Therefore, the
underline network must ensure that the hard-real-time traffic is
treated as per the jitter requirement by setting an upper bound
Jmax on jitter J as following:

J ≤ Jmax (4)

Hard-real-time traffic, also, has a strict packet loss rate.
Whereas, other types of traffic (e.g. soft-real-time or best
effort) can tolerate some amount of loss packets to allow
more network utilization, hard-real-time traffic has zero loss
tolerance [11]. Another upper bound on packet loss rate L must
be set for the hard-real-time traffic that traverse the underline
network as following:

L ≤ Lmax (5)

Generally, it is an important aspect for networks that serves
traffics with certain QoS requirements such as hard-real-time
traffic to offer a guaranteed bandwidth [12], [13]. Therefore,
an upper bound must be set on the path that a hard-real-time
traffic traverses. It should be noted that the total bandwidth of
a concerned path is seen as the sum up of the links along that
path. Formally, let the total bandwidth of a path p be Btotal

p
and the required bandwidth of the hard-real-time traffic is B,
therefore, the upper bound for the available bandwidth to treat
the hard-real-time traffic accordingly is set-up as following:

B ≤ Btotal
p (6)

All of those characteristics of hard-real-time traffic demand
the underline network to manage its resources accordingly.
For example, setting some bounds on buffers and schedulers.
Clearly, hard real-time scheduling requires upper bounds rather
than first-in first-out (FIFO) buffers. The main concern is the
priority processing of the messages (given a set number of
messages such that all messages are processed and delivered
by their deadlines) [14]. While under the FIFO discipline,
packets experience different delays depending on the length
of queue they traverse in the networks, there is always a
need to give some packets higher priority than others based
on the involved characteristics. Therefore, there have been
some priority scheduling solutions to demonstrate such needs.
Depending on the required job the priority scheduling solutions
include fixed priority scheduling (e.g. rate monotonic schedul-
ing (RMS) and deadline monotonic scheduling (DMS)) [15],
[16]. The other solution is dynamic priority scheduling such as
earliest deadline first (EDF) [17]. Alternatively, there have been
some introduced mathematical approaches to model network
behaviour to allow system designer to calculates tight bounds
on delay and buffer to meet the real-time requirements such
as network calculus [18], [19], [20].

IV. MPLS AND POLICY ROUTING

MPLS is a connection oriented switching mechanism de-
signed for fast routing decision based on indexed label entries
instead of longest matching prefix for IP addresses. MPLS pro-
vides Traffic Engineering (TE) implicitly [21] to enable load
balancing on available links and preform fast re-routing in case
of link failure [22]. By guaranteeing bandwidth for various
traffic flows, Traffic Engineering can satisfy the constraints
bounds for QoS requirements such as bandwidth as well as
administrative policies. The other main two requirements for
QoS are jitter and time delay require MPLS to add class based
classification to different traffic flows in order to serve each
class differently. By setting the experimental filed in label
headers at the ingress Label Switching Router (LSR), the
core LSRs could buffer and schedule the packets accordingly.
Both techniques TE and class based treatment are needed to
guarantee QoS requirements ( e.g. bandwidth, jitter and time
delay) [23].
In MPLS, packets with the same desired treatment (e.g.
same destination) are assigned to a class or what is known
as Forward Equivalence Class (FEC) which represents the
forwarding treatment for flow of packets in the MPLS domain.
Those FECs are encoded as a 32-bit label (a short fixed-length
identifier). The label is then inserted to each packet once at
the MPLS edge router and forwarded to the next hop. The
network layer header is not analysed at any of the subsequent
hops. Actual forwarding of packets is based on labels rather
than IP addresses [24]. The MPLS forwarding scheme is done
by mapping the incoming label to next hop and outgoing
label which replaces the incoming label when the packet is
forwarded along a pre-computed label switched path (LSP).
To establish such paths, MPLS uses some signalling protocols
such as label distribution protocol (LDP) [25]. However, for
establishing LSPs with some specific constraints (e.g. band-
width), some signalling protocols are used such as Resource
reservation protocol (RSVP) [26] and Constrained based LDP
(CD-LDP) [27], [28]. The achievement of using the latter two
protocols is the mapping of the available resources to the
required services for the traffic flows to enable QoS routing in
such environment.
The set-up LSPs then are used to map end to end QoS
traffic flows using QoS routing algorithm to assure the QoS
services for different traffics in case of network parameters
changes (e.g. bandwidth, time delay or jitter) according to the
routing/administrative polices. In addition, each flow is treated
as required based on hop-by-hop basis. The main contribution
by MPLS is the provision of QoS based on flow-by-flow basis
rather than packet-by-packet basis. The main goal of using
MPLS is the result of isolating high priority flows (e.g. real-
time-traffic) from the ordinary data flow which has no strict
parameters. Moreover, LSPs in MPLS could be set up with
various priorities in order to serve the important LSPs better
than the less important ones. Therefore, the LSPs with higher
priority can pre-empt the ones with less priority. Before a new
LSP is established, if there is a lack of resources, the set-up
priority of the new LSP is compared with the holding priority
of the other LSPs using the resources to determine the ability
of the new LSP to pre-empt the exist LSPs.



V. A SIMPLIFIED MPLS POLICY MODEL

The act of routing the traffic in MPLS according to
the desired QoS is subjected to a wide range of polices
(e.g. routing or admission). In addition, there are different
technologies which MPLS has to adopt in order to deliver
QoS such as Integrated Services (IntServ) [29], Differentiated
Services (DiffServ) [30] and Traffic Engineering (TE) [21].
Consequently, There are various implementations with differ-
ent policies for the QoS requirements realisation. Therefore,
focusing on a simplified policy model that is concerned with
the QoS routing/re-routing of hard-real-time traffic in MPLS
would lead to a clear security analysis process.
Our simplified model describes how the network system is
supposed to treat the hard-real-time traffic as expected. Mainly,
there is a need for a guaranteed QoS by establishing LSPs
and bind traffic to them. We assume such LSPs are already
established. However, we need to identify the QoS metrics that
are considered in establishing and maintaining such paths as
well as re-routing of traffic among them according to network
changes. There are four metrics we deal with (bandwidth (B),
time delay (T), jitter (J) and packet loss (L)).
While, bandwidth and time delay metrics are the used to
establish the constrained LSPs, the time delay, jitter and packet
loss metrics are used to monitor the processed hard-real-time
traffic and adjust the routes according to the constraints on
each of them. Therefore, bandwidth (B) to be reserved as well
as using the class based treatment based on hop-by-hop for
the other two requirements (time delay (T), packet loss (L)).
For simplicity we are going to assume that flows are served as
per Class Based Queues (CBQ). There are only two different
classes as Hard-Real-Time (HRT) and Best-Efforts (BF). The
network bandwidth is distributed arbitrarily among the traffic
as following: 5% for signalling traffic, 25% for BE traffic and
70% for HRT traffic. Other classes may borrow bandwidth
from HRT whenever it is not used but not the vice versa.
The BE traffics are not sharing the same queue with the HRT
traffics. However, traffics from different classes share the same
queue. For simplicity, we assume that each LSP serves only
one HRT traffic flow. There are back-up paths which are set-
up to be used in case of failure or sudden changes in network
domain shared by the LSPs.
The MPLS policy model could be split into two phases the
admission phase where the ingress LSR decides whether to
initiate a new LSP in response to a request for HRT traffic by
making the constraint computation on the available resources
and the request requirements (B, L). The paths are calculated
for traffics to find a set of paths that satisfies the bounds or
constraints simultaneously. Firstly, finding the set of paths that
satisfy the constraint B by removing the paths with residual
bandwidth less than requested B using the equation-6 in
section III. Then, select paths satisfy the constraint L using the
equation-2 in section III. It has to be noted that if no path could
be found for a new HRT request LSPs pre-emption is used. Pre-
emption mechanism is included in RSVP-TE protocol [26] to
allow an LSP with higher priority to pre-empt (tear down) other
LSPs with lower priority. The pre-empted LSPs are then re-
routed. Basically, each LSP has a set-up and holding priorities
that specify the capability of an LSP to pre-empt the other
LSPs and the capability of an LSP to resist such pre-emption
respectively. The priority range is 0 − 7 where the 0 is the
highest priority and 7 is the lowest.
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Figure 1. Admission phase for LSPs requests

The other phase is the routing phase where the traffics are
forwarded along their assigned LSPs as shown in figure 2.
Also, where the traffic flows status is monitored and feed-
backed to the admission phase as shown in figure 1. Each
traffic flow is forwarded, buffered in queues and scheduled
inside MPLS domain through LSRs based on labels. As the
packet received at any of the LSRs, it is checked if it has a
label, otherwise, it is going to be dropped. Then, the label is
processed and if it is belong to the same LSR (self label), that
label is popped-up (removed) and the packet is processed again
as if it is recently received as shown in figure 2. Otherwise, the
LSP table (it is known as Explicit-Routes Information Base) is
checked for entries for the processed label. Finally, the packet
is label switched into the associated LSP if an entry is exist,
otherwise, the packet is simply dropped. Moreover, we assume
that the strategy to react to overload bandwidth in each LSP
is limited to delay accumulation then packet discarding which
could be done by assuming the queue length is limitedly fixed.
However, the traffic is monitored for adjustment periodically
at every time interval m to keep the three metrics L, T and
J within the limits. According to A. Gurijala and C. Molina
[31], QoS traffic could be monitored periodically and passively
by calculating the concerned metrics averages. Hence, as the
time delay is calculated for each packet using the equation-
1 in section III, the average time delay for a specific flow
could be calculated by dividing all received packets delays
(excluding the lost packets) by the total number of the received
packet delays at every time interval m. Alternatively, jitter is
sampled at every time interval m as it is updated as per packet
basis by the equation-3 in section III. The packet lost rate is
calculated for each traffic flow at every time interval m as
the ratio of lost packets to the total sent packets. Whenever,
one of the monitored metrics at least exceeds the threshold
and the assigned bandwidth was not violated, the traffic flow
is re-routed to another path that satisfies the specified QoS
requirement. Otherwise, a signalling message is sent to sender
to block the most recent flow [32]. The boundaries on L, T
and J are arbitrarily set as 0.80%, 80ms and 3ms respectively.

VI. AN ADVERSARY MODEL FOR MPLS LDP AND
POLICY ATTACKS

A. Adversary Goal and Motivations

The main goal for our adversary is to affect the QoS
parameter of a targeted traffic in order to degrade the service
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Figure 2. Routing phase for packets

it is supposed to receive inside MPLS domain and/or upgrade
a targeted traffic to enhance the service it is received on the
starvation of others. However, the adversary aims to minimise
the ability of network operators to notice that the system
is under attack in order to take advantage of such attacks.
Moreover, the motivations of launching attacks against MPLS
domain could explains and justify the risk it takes and/or the
ability of the adversary could gain in order to affect such
backbone infrastructure that carries highly time sensitive traffic
for various military, financial, health and critical infrastructure
organisations. Therefore, the motivations are highly classified
as economical and political driven.

B. Adversary Knowledge and Limitation

The MPLS nodes in the network backbone are closely
monitored and most of the time physically secured. Therefore,
the compromised node scenario is excluded form our adversary
model, however, the adversary still can read/write at most
one link of choice. In other means, the adversary could drop,
intercept and fabricate messages on the compromised link.
Furthermore, MPLS domain is usually well configured and
administrated on MPLS edges. For example, packets enter
the MPLS domain will be subjected to various access checks.
Therefore, miss-configuration attacks analysed in [2], [4] are
not going to be overseen here as the ability of the adversary is
restricted by the well configuration of MPLS nodes and edges.
Moreover, the protocol signalling messages are assumed to be
readable and possible to be fabricated by the adversary.
In addition, we would like to add more restriction on our
adversary by excluding the assumption of compromising link
that are attached directly to the MPLS edges. Because com-
promising one of the links attached to the edges increases the
ability to affect the edges themselves as well as the ability to
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Figure 3. MPLS Network Topology

affect most of the routed traffic, especially, on links attached
to the egress LSR where packets are sent in layer 3 format
because of the penultimate hop popping mechanism [33]. The
adversary has the knowledge of the topology either as initial
power or by exploiting the exist security vulnerabilities such
as revealing the addresses in MPLS domain by capturing
the Record Route Object RRO in the reservation message
addressed by M. Spainhower et al. [2]. In addition, we assume
that the adversary could identify the targeted traffic flows in
the MPLS domain.

VII. THREAT ANALYSIS

In this paper we show how our adversary is able to affect
QoS of a traffic flow of choice and minimize the opportunity of
attack discovery by manipulating policy engines or how they
are implemented in order to affect the HRT traffic in MPLS
domain. We used network simulator NS (version 2) [34] to
demonstrate some of the presented attacks. NS-2 is a popular
and powerful simulation tool that includes MPLS simulation.
Our simulated network is composed of the Provider Edge (PE)
and the customer edge (CE) as shown in figure 3. The PE
represents the MPLS domain which is made up of multiple
LSRs (LSR-1,...,9) represented by node-2,..,9 accordingly. The
LSRs are bounded by two MPLS edges (ingress and egress
LSRs) represented by node-1 and node-10 respectively. The
CE is made up of a sender or source node (node-0) and a
receiver or destination node (node-11) for simplicity. Each two
adjacent nodes are connected by at most one link. Each node
can implement the QoS scheduling for the treated traffic on the
attached links. For simplicity, we assume that there is only one
HRT traffic flow at source rate of 290kbps which is attached to
an LSP takes the shortest path on LSR-1→ LSR-2→ LSR-4→
LSR-6 → LSR-8 → LSR-10 with a guaranteed bandwidth of
300kbps those are chosen arbitrarily. Our analysis has revealed
the following attacks:

A. QoS Treatment Level Disable

Attacks under this category are concerned with disabling
HRT traffic from getting the guaranteed QoS either by manip-
ulation of LSRs policy engines or by manipulation of labels
belong to the traffic itself. First of all, whereas, the initiation of
LSPs and the binding of specific traffic flows to them is done
at the ingress LSR as mentioned in section V, any changes
done to the policies of LSRs or traffic flows inside the MPLS
domain may not be reported to or received by ingress LSR.
For example, if a resource release message was sent from
one of the LSRs downstream of the ingress LSR (e.g. from



LSR-3) which is happened to be along one of the set-up LSPs
then the resources will be released from the LSRs downstream
that LSRs and the treatment of the underline traffic flow of
the released LSP will be no longer subjected to the desired
QoS and such action may not be reported to the ingress LSR
neither to egress LSR as stated in section VI-B. Our adversary
has the ability to fabricate such resource release messages to
downgrade QoS treatment for the affected traffic. It should
be noted that LSPs are assumed not to be updated by the
status of label distributed bindings, otherwise, manipulation of
LDP messages such as label release messages, would affect a
wide range of LSPs based on those signalled labels due to the
propagating nature of such messages.
The second attack under this category takes advantages of
the independent processing of flows on LSRs and because
the decisions of binding flow to LSPs are based on labels
as mentioned in section V, the adversary could only replace
labels belong to the concerned LSP on label stack of HRT
traffic of concern to a label of choice that redirect traffic of
concern into another LSP that does not comply with required
QoS in order to assure its delivery to the egress LSR to
minimize the probability of discovery, therefore, the affected
traffic is not going to be attached to the assigned LSP in the
downstream LSRs and hence the required QoS treatment is no
longer applied to that traffic.

B. Traffic Fluctuation

According to T. Bilski [35], the mitigation procedure to
re-route the high bandwidth traffic around the affected cables
in the Mediterranean Sea which have suffered cuts in 2008
did not consequently affected only the QoS of the re-routed
connections, but, the QoS of connections from other parts of
the world to unacceptable level and such deterioration of QoS
may last for months.
Our adversary could initiate a longer and wider LSP with
highest priority to make sure it crosses almost all of the other
LSPs and utilize most of the network resources. In our network
the ideal path for this type of attacks is the path on LSR-3 →
LSR-4 → LSR-6 → LSR-5 → LSR-7 → LSR-8 → LSR-
10. Consequently, according to the MPLS model in section V,
almost all of the initiated LSPs are going to be torn down and
re-established because of the LSPs pre-emption mechanism.
The sudden tear down of almost all of the initiated LSPs, the
re-establishing procedure and re-routing of the traffics among
them would affect almost all of the HRT traffic inside the
MPLS domain. It could disable most of the LSPs from being
re-established as long as that fabricated LSP keeps occupying
the network resources. Alternatively, the adversary could only
initiate a longer LSP that interferes with most of the established
LSPs discretely. The main idea here is to created a flapping
environment inside the MPLS domain.
A fabricated LSP with a guaranteed bandwidth of 200kbps was
initiated over the the path that passes through LSR-3→LSR-
4→LSR-6→LSR-5→LSR-7→LSR-8→LSR-10). Then, a traf-
fic at source rate of 200kbps was attached at the time 5sec
to the fabricated LSP in order to show how a slight flapping
situation could affect the other traffic flows even if they are
not sharing the same LSP. Our results show a slight changes
in the time delay as it reached 75ms as shown in figure 4
with no changes to the packet loss value as the bandwidth
was not violated, however, the HRT traffic jitter violated the

Figure 4. HRT traffic time delay in fluctuating attack

Figure 5. HRT traffic Jitter in fluctuating attack

specified bound in section V which is 3ms and reached 3.4ms
as shown in figure 5 compared to the HRT traffic jitter on
normal operation.

C. LSP Injection

The main goal of deliberately injecting traffic flows into
other LSP s is to affect the QoS of the traffic flows already
attached into those LSPs. Using the label manipulation attack
mentioned in section VII-A, our adversary could inject other
traffic flows into any LSP passes through the compromised
link. More interestingly, this attack could be launched against
any HRT traffic flow in the MPLS domain by fabricating the
label stack for LSP that serves the HRT traffic flow of concern
and push a top label belong to the LSR’s label that the HRT
traffic flow passes through. The targeted LSR then pop-up
(remove) the label on top and process the next label on label
stack according to the policy engine in figure 2.
More interestingly, we have demonstrated by simulation how
injection of even a low rate traffic could hugely affect the QoS
of the HRT traffic flow that traverses the attacked LSP. Even
by injecting a traffic at source rate of 10kbps into the LSP



Figure 6. HRT traffic time delay in injection attack

Figure 7. HRT traffic jitter in injection attack

that serves the HRT traffic flow only to fill up the allowed
bandwidth for that LSP which is 300kbps, the time delay
and jitter of the HRT traffic flow have increased dramatically
to exceed 90ms and 4ms compared to 67ms and 0.6ms in
normal operation as shown in figures 6 and 7 respectively.
However, the packet loss value was not changed because the
bandwidth was not violated.

D. Attacks Concealment

Covering attacks and traces are so important for attackers
in general. However, the notion of attack concealment is more
important for QoS degradation attacks mainly because the
attacks are only successful as they are periodically being
launched in network domain to degrade the QoS of the targeted
traffic. Also, attacks concealment is useful to make it harder
for the network operator to track down the source of attacks
or problem such as the compromised link.
Because QoS monitoring in our simplified MPLS policy model
in section V are mainly based on the analysis of the mean
values of time delay and packet loss or the current value
of jitter, the implementation of our attacks could not be

discovered or mitigated if they were periodically launched to
affect the HRT traffic flow of concern partially on packet basis.
For illustration, lets arbitrarily assume that the metrics sam-
ples are taken periodically every 60sec, then if both of our
simulated attacks only lasts for 5sec the sampling results for
packet loss rate, average delay time and jitter in the traffic
fluctuation attack are 0%, 68m and0.9ms respectively which
is close to the sampling results for the LSP injection attack as
0.3%, 69ms and 1.2ms respectively.

VIII. CONCLUSIONS

The demands for a guaranteed QoS for diversity of ap-
plications and the degree of criticality of those applications
(e.g financial services or critical mission communications)
increasingly force the Internet Service Providers (ISPs) to
adopt, develop and secure their networks accordingly.
Securing the underlying networks is the most important step
in providing QoS because any violation to the QoS deadlines
or the so called service-Level Agreement (SLA) may not be
detected, mitigated or subjected to further assessment in design
process as the case with other elements.
Therefore, some efforts have been made to study the security
of main elements of such networks, mainly, protocols. For
example, analysing the security of signalling protocols such
as LDP or BGP and the resource managing protocols such as
RSVP. However, analysing the security of individual protocols
solely and the ability which is given to the adversary may
ignore the vulnerabilities of the system to certain type of
attacks such as those targeting the policy model.
This paper provides analysis of the real-time networks security
mainly in the context of MPLS core networks. In this paper we
illustrated the mapping of hard real-time characteristics onto
the core networks and differentiation into service classes.
Furthermore, an adversary model is introduced in order to
highlight the ability of limited resources to take advantages
of potential vulnerabilities of distributed systems. These limi-
tation and restrictions on the adversary model are important to
direct the security study of real-time systems correctly from the
common security issues into the availability and stability of the
networks operation. Furthermore, some practical attacks have
been demonstrated using the network simulator NS (version
2) which is a discrete event simulator targeted at networking
research that has the ability to simulate MPLS networks
and QoS mechanisms. Our simulation scenarios showed how
different techniques could be applied by an adversary with
a limited resources to affect the QoS of traffic of choice.
Finally, we explain how such attacks might not be reported to
network operators or trigger the monitoring servers. We hope
that the introduced adversary model and the revealed attacks
results raise the concerns about QoS security in the backbone
networks as well as the security of control protocols used at
core systems.
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